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Background/Problem Being Solved
With vast interest in machine learning applications, more investigators are proposing to assemble large datasets for training, validation and/or analysis using machine learning models for large-scale research studies. Performance of models generally improves with more data so maximal dataset size is desired. Retrieving exams from radiology systems initially appears to be a simple step in a machine learning project. However, many roadblocks may present themselves, leading to significant time delays in gathering the number of exams desired for a given project. We outline our experience in pulling 22,852 CT abdomen/pelvis exams from 2 major academic hospitals with the aim of alerting other investigators to measures that may be taken to save valuable project time.

Interventions
Our aim was to pull all adult outpatient CT abdomen/pelvis exams performed in the Partners Hospital system in 2012. Patients were identified though the Partners Healthcare Research Patient Data Registry. The data provided by this registry included all radiology exams for outpatients that had at least one CT abdomen/pelvis exam in 2012 (1.7 million exams). This data was then limited to all CTs; to patients imaged in the year 2012; to test descriptions of “Abd”; group of exam not “chest,” “hdnk” (head and neck), “unclassified,” “resp” (respiratory), “lextr” (lower extremity), or “cspin” (cervical spine); to type of patient not “inpatient”; and age between 18 and 99; resulting in 33,182 exams for 23,186 unique patients. We selected the earliest exam in 2012 for each of the included patients to limit our dataset to a single exam per patient.

The roadblocks we faced were in 4 major categories: cohort creation & processing, retrieving DICOM exam files from PACS, data storage and non-recoverable failures. 44% of exams required reformatting of exam accession (ACC) and medical record number (MRN) due to inconsistencies in the formats of these numbers across changes in electronic medical record (EMR) and radiology information systems (RIS). 4% of cases did not have images linked to the expected ACC due inconsistent policies over time; these retrievals were corrected by inclusion of additional exam ACC candidates. Limited archive-side data access and storage mechanisms slowed exam retrieval initially, but new high-throughput systems were successfully implemented. Lastly, there were a total of 51 exams (0.2%) with nonrecoverable failures that were excluded from further analysis. Ultimately, the vast majority of the encountered errors related to inconsistent data policies related to transitions in the underlying EMR and RIS over time (Table 1).
Outcome
Successful retrieval of 22,852 valid CT abdomen/pelvis exams for analysis by a machine learning algorithm. The overall time required to achieve this outcome was 3 months and at minimum 300 man-hours of time between the primary investigator (a radiologist), a data scientist, and a software engineer. Significantly less time should be required to assemble a similar dataset in the future.
Conclusion
Our experience in retrieving 22,852 valid CT abdomen/pelvis exams identified four major categories of challenges when retrieving large datasets: cohort creation & processing, retrieving DICOM exam files from PACS, data storage and non-recoverable failures. As troubleshooting these issues took three months of project time, we share our experience so that other investigators can anticipate and plan for these challenges.

Statement of Impact
This work describes barriers and solutions for the assembly of large radiology data sets for machine learning applications.
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