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PRESIDENT’S LETTER
By Monica StitBergh

Quality of assessmedtthe theme of this issdestarts with a
clearvisiona deci si o Batstdkey antdthevh at
resources required to achieve the vision gierse stakes

| take this to heart in my own work on a college campus a
also in my role as President of the AALHE. | want AALHE
to carry out the quality assessment practices that we pron
on our campuses.

With that in mind, the AALHE Board of Directors clarified
the organi zationds mission
collectively-shared vision. Afterwards, the Board members
as highlyexperienced assessment practitioners themselve
developed SMART outcomes and aligned activities of the
committees and taskifces to the outcomes. We expect to |
ready to report on progres

Next year we will move from selissessment to using

MONICASTITFBERGH IBRESIDENT OF THE

AALHEND AN EDUCATION?&YCHOLOGIST

IN THEASSESSMEIDFFICEUNIVERSITY OF

HAWANATM' b h. 8HE CAN BE REACHED A year 4)
MSTITIBERGEDAALHEORG

external evaluations gathered from members who complete the annual member survey and from
conference attends who submit the conference evaluation form. We willausdindings to grow and
provide services to assessment practitioners in an intentwelfoundedmanner. In this way, we are
reflective organizational leaders, committedisingand willing touseevidence in decisieGmaking.

Herebs a sample of what AALHE committees and tas

vision and whatve will report on next year:

1 Publish assessmerglated literature in a variety of formassich as th€onfeence

Proceedingsintersection andEmerging Dialogues

1 Provide professional development opportunities (via webitfasgh online discussion
groups, and in person), promoting these opporturotiegarious social media platforms
1 Maintain our vibrant comumity of assessment practitioners and recruit new AALHE

members

1 Form new partnerships and collaborations with other assessment organizations
1 Write and distribute a white paper on perceptions of higher education assessment held by

people involved with assssient on their campuses

1 Analyze the last four decades of assessment literature to document advances in the field

The committees and task forces are run by AALHE members who volunteer their time and expertise to
bring you professional development opporti@sit stay in touch with you, and create publications such
as this one. Thank you for opening this issutdrsection | trust you will find it useful.

Aloha.
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NOTE FROM THE ISSUE EDITOR

By Gray Scott

The FALL 2017 call for submissions asked contributors to think adpoaiity of assessmerithe
meaning of that phrase was left deliberately open, with writers

encouraged to thk of it along fairly obvious lines (like validity and

reliability), but also to think about the question in ways we might not

have anticipated.

The resulting-and outstandingsubmissions featured a range of

interpretations. We ultimately went with seakpairings of articles,
each pair representing a slightly different kind of response, and in ou
organization of this issue, we have grouped those pairs together. Tw(
pieces are thougirovoking challenges to, and critiques of, the status
guo. Two addressthe matter of faculty buwy, a necessary (though not
sufficient) condition for excellence in assessment quality. Two addres

assessment in terms of research methodology. ‘ ﬁ i O

In connection with our qualitgpf-assessment theme, Josie Welsh GRABCOTRASSISTANT
interviewed two veerans of assessment at large institutions-well DIRECTORFACADEMIC
regarded for their programStephen Hundlgysenior advisor to the ASSESSMENNDASSOCIATE

PROFESSORENGLISAT

chancellor for planning and institutionahprovement at Indiana TEXASVOMAN SUNIVERSITY

Universityd Purdue University Indianapolis, akgéston Fulcher
executive drector of the Center for Assessment and ResearcheStu
at James Madisodniversity.

In addition, we have a new entry in our ongo@anversations with Accreditosgries, this time
featuring David Chase, associate vicegolent of educational programming at thecrediting
Commission for Schools, Western Association for Schools and Callépese is interviewed by
Jonathan Keiser.

In other news, our editorial board has expanded significantly. We would like to welconeetéain

Jana M. Hanson, director of institutional improvement at South Dakota State University; Alison
Witherspoon, director of assessment and accreditation at American College of Education; Michelle
Rogers, assessment specialist at Des Moines Univdgsigbeth Smith, planning director at tiale
National Initiative &Teachers Institute for Tulsa, at tbaiversity of Tulsa; Jeff Barbee, assessment
and evaluation specialist at Indiana University School of Medicine; and Steven J. Michels, assistant
prowvost for teaching and learning at Sacred Heart University.

Comments and suggestions from readers related to the current, past or future issues are welcome. Please
feel free to send your ideaspablications@adle.org

Editorial Board
Jane Marie Souza, Editar-Chief, University of Rochester

David Eubanks, Furman University Alison Witherspoon, American College of Education
Jacob Amidon, Finger Lakes Community College Michelle Rogers, Des Moines University

George Klemic, Lewis University Elizabeth Smith, University of Tulsa

Gray Scott, TexasWomabs Uni ver sity Jeff Barbee, Indina University School of Medicine
Josephine Welsh, Missouri Southern State University Steven J. Michels, Sacred Heart University

Jana M. Hanson, South Dakota State University

Disclaimer The views and opinions expressed in the articles in this publication reflect those of the authors and not necessarily
those of the Association for the Assessment of Learning in Higher Education.
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A GUIDE FOR THE PERPLEXED

By David Eubanks

On two occasios | have been asked, "Pray, Mr. Babbage, if you put into the machine wrong figures, will
the right answers come out?' | am not able rightly to apprehend the kind of confusion of ideas that could
provoke such a question.

0 Charles Babbage

The difficulty in using assessment results to improve academic programs is a recurring theme at assessme
conferences. This topic also puzzled me greatly for years. | read books and attended conference sessions
that described how to define learning outcomes, createsymap a curriculum, and so on. The theory

was beautifully simple: set a goal, measure the goal, then use the data to make adjustments. It was that la
part where everything seemed to fall apart.

If you have wondered why it is so difficult to use theputs of standard assessment practices into a

credible understanding of learning, you may have at times &k | haved that you were simply not

following the script closelyenougB.ur el 'y al |l t hose other pedipel e ar ¢
intet of this Aguide for the perplexedod (with apo

My conclusion, after seeing hundreds of real assessment reports from many different institutions,
supervising assessment programs at four institutions myself, and talking to many other assessment
practitioners, is that is difficult to use assessmentuéis because the methods of gathering and analyzing
data are very poor

Academic assessment is like any other diibgen enterprise: effectiveness stems from careful attention to
the details and bearing in mind the prime directive of any research adRighard Feynman said it best in
his 1974 commencement address: AThedandyosaretiper i nc
easiest person to fool .o

The Rules of Assessment

The functions of universitwide assessment programs are driven byleggry requirements as described

by regional accreditors. | will use Middles States standards as a template for regsatoibed practice,
because they are particularly detailed. The requirements below are condensed versions of the criteria in
Standad V, which you can find (in video fornijere Quotes are from the video narration.

1. Interrelated goals between programs and institutions, with asiplon assessing programs and
institution (e.g. not individual courses). Documentation must link the mission to outcomes.

2. Assessment at institution and program | evel
evaluate the extent of studentachirevent . [ €] Assessment processe
other qualified professionals to identify strengths and weaknesses with regard to the student
|l earning outcomes [€é]. Assessments used shou
observatio of the knowledge, skills, and habits of mind or values that students are expected to
achieve. [ é] I n summary, the Commi ssion expe
organized and systematic assessment has prompted meaningful and use$slatis about
strengths and weaknesses with regard to stud

3. The assessment results must be used for the improvement of educational effectiveness.



https://www.msche.org/?Nav1=EVALUATORS&Nav2=TRAININGMATERIALS&Nav3=VIDEOS&strPageName=VIDEOS

This list describes a research program that depends on good data arehsaied @alysis. In the second
item we find the requirement that assessment da
achievement. 0 This is a measurement task, i n ot
example by yielding inaaclusive results, but must be used to guide decisiaking.

Trudy Banta and Charlie Blaich described the corresponding reasoning behind the assessment movement
ACl osing the Assessment Loopo (2011).

An internally driven, formative approach to assessrisebased on the belief that a key factor
inhibiting improvements in student learning or allowing students to graduate without learning
enough is that faculty and staff who deal with students lackdnughity information about the
experiences and conditis that help students learn. If they had information about how much their
students were or were not learning and the practices and conditions that helped them learn,
practitioners would put this knowledge to work, and improvement would naturally follgn2{p

The belief is that the barrier to improving programs is a lack of good information. In this light, the Middle
States requirement to measure learning is logical: it is intended to provide this essential ingredient.

However, if the datdo noti meani ngf ul ly eval uate the extent of
requirement is Kafkaesque, requiring institutions to legitimize the use of bad data, and punishing them
when they cannot.

Fortunately, there is a mature body of work on how not to foetself with educational measurement
(Brennen, 2006). Unfortunately, that accumulated knowledge can almost never be applied because of the
large number of concurrent assessment projects and consequent lack of attention each can get.

Explaining Failure

Program assessment requirements like the ones quoted above apply to most institutions of higher educati
in the United States: thousands of institutions and their respective academic programs, each with a handfL
of outcomes to be assessed, which mustlb@imm the hundreds of thousands when taken together. This
program has been in place for more than a decade, comprising a huge numberedenaith projects. It

is reasonable to expect that if this program of data gathering and analysis were sutegssiubuld

have produced a great volume of useful findings about pedagogy, curriculum, and student development.

In the same article quoted above, Banta & Blaich (2011) looked for such examples of successful
assessment efforts. What they found surpribec.

We scoured current literature, consulted experienced colleagues, and reviewed our own
experiences, but we could identify only a handful of examples of the use of assessment findings in
stimulating improvements. (pg. 22)

As Fulcher, Good, Coleman &n8th (2014) point out, the 6% of submissions that Banta & Blaich found to
identify improvements is bound to be an overestimate of the actual case, since these submissions were
chosen presumably on their merits, and not at random.

There are two possible cdasions. One is that the faculty are generating good data, but are not using it.
This way of thinking extends the diminishment of faculty expertise that began with telling them that grades
do not measure | earning: we éeW®assassnpntsahdbentasgea ade s
learningd but they still are not producing the intended results. Therefore (the argument goes) we just need



to work more on our processes, so that when the faculty finally do fully adopt these changes a fountain of
good educabnal research will spring forth.

There is another possible conclusion from the Banta & Blaich article, one that is confirmed by my decade
of experience: it is not that the faculty are not trying, but the data and methods in general use are very poo
at measuring learning.

Common Sense | snoét Enough

I n 1989, Patrick Terenzini publ i shed AAssessmen
in theJournal of Higher Educatigran article that anticipates our current situation. On measurement
Terenini wrote:

[ ] though | ocally devel oped measures may be
educational objectives [than standardized instruments], they are also likely to be untested (at least i
the short run) and, consequently, of unknowrarddii | i1 ty and validity. [ é°

will have neither the time, commitment, nor competence to develop local measures. (pg. 657)

This problem i s exacerbated because fAThe certai
mayleadtd he seri ous misinterpretation of results. o

Common sense suggests that if one wishes to know whether something changes over time, one
should measure it at Time 1 and again at Time 2. The difference between thedopestest
scores, the fAchangeodo score, presumably refl ec
however, common sense may harm more than help. (pg. 660)

He describes problems with the comrremmse approach of naively comparing one set of numbers to

anotler, including unreliability of difference scores, ceiling effects, and regression to the mean. See Bonate
(2000) for a bookength treatment on how to analyze pre/post scores. The coisense

oversimplification of measurement is a general symptom, Nl the tradeoff that favors breadth of
assessment efforts over meaningful depth.

For readers |l ooking for an excuse, Terenzini pr
research publishable in scholarly and professional journals chalgyde relaxed in the interests of

institutional utility and advancement, o concl ud
cannot and should not be ignored, neither shoul

This sentiment may seepalliative,asinof cour se, we candét hold ourse
intell ectual rigor . We TdHeowhdetasséssmemrt procése woulckfall apant it e s
we had to test for reliability and validity and carefully model inteoas before making conclusions about
cause and effect.

How would we feel if the airline industry took that approach to building, flying, and maintaining aircraft?
Should we also revert to a pseientific era of medical research because randomizeddraldifficult and
expensive? Are student outcomes valued so much less than health and safety that we should abandon all
but the pretense of rigor for the majority of our work?

The disregard for measurement quality combined with the perils of coreems@nference create

problems for innumerable assessment projects. There is a sense in the assessment community that once
the proper processes have been followed, then the data produced are inherently meaningful. As such, all
manner of comparisons withindldata are called forth to illustrate possible uses. One outcome may have



larger averages (or different distributions) than another, or vary from one year to the next, and meaning is
read into these differences with only common sense as a guide. Bectheséritations in time and

expertise, measurement and statistical considerations are waived. It becomes a pernicious entfeymeme:
used the proper process, ergo the results are guaranteed to be meaningful and amenable to common sen:
understandingUnderthese conditions the use of data is akin to a Rorschach test.

Using and Misusing Data
The ability to infer meaning from data requires good data and good models of inference. It may be helpful
to illustrate this with a real example.

The commorsense method of using assessment data goes like this: (1) find a number that looks too low in
assessment results, and (2) imagine some change that might raise the number. Popular changes include
adding a new subject to the syllabus, changindinggor assignments to emphasize some aspect of

learning, changing a textbook, or sometimes adding a new course to the curriculum. What is being
replacedin the process is rarely addressed.

The example below shows real data from assessing basic foreggraggnproficiency over two academic
years. Course instructors rate student performance in the language courses for general education using a
threepoint scale (does not meet expectations, meets expectations, or exceeds expectations), using a rubri
establshed by the faculty when the general education curriculum was created at my institution.

Foreign Language
General Education Expected Outcome

B0%
60%
40%
20% I
0% -
Does Mot Meet Meets Excesds
m2015-15 ®m 2016-17

Figure 1. Summary Graphs of Language Proficiency

We can see that about 16% of students are not meeting the expectation. The graph gives us some
information, but nomuch. The requirement to use these results to make improvements typically leads to
conclusions such as the following

Over the last two years, 16% of students have not met expectations in the general education
language proficiency. An analysis of eafiterm papers shows that lack of proficiency is related to
problems with basic vocabulary and grammar. Consequently, we will spend an extra week at the
beginning of the term reviewing this material.

On the surface, this s otlhasthéndden coatdfdeduEisgrententforh e p
84% of the students who do not need the review. Worse, it has been known for year that the-semseon
solution of remediation can backfire (Hillocks, 1986).



We now take another look at the same data witloenmclusive model of cause and effect. One useful
approach is the Astin model (1991), which can be used to categorize interactions as shown in Figure 2.

Student
Traits

Figur e 2. -EAWdnmemOputimodelu t

In this case we have:

1 Traits: Students arrive with varying degrees of academic preparation, which can be partially
assessed via their high school transcripts. In particular, a recalculated high school grade average
(HSGPA) predicts college GPA, and can be considered a measuredfeastt 6 s academi ¢
preparation, talent, and work habits.

1 Experiences:Students may wait zero, one, two, or three years before enrolling in the foreign
language courses required by the general education requirement. These constitute different learnin
experiemes, since they will begin to forget what they learned in high school.

1 Outcome: The same ratings found in Figure 1.

Introductory Language Courses

French Spanish

Language Proficiency

1 2 3 a4 1 2 3 4
Year Taken Year Taken

Figure 3. Language Proficiency by Year the First Course Was Taken



The graphs in Figure 3 relate the experience (year taken) to the oytadime rating) and show that for

both French and Spanish, students who wait even one year show significantly decreased outcomes on
average. This suggests two possibilities. Maybe students who wait to take language courses simply forget
what they learnedh high school, and their learning suffers. Or it could be that students who are weaker
academically avoid the course as |l ong as they ¢
we introduced the student characteristic variable (HSG&#),a regression analysis finds thaththe

wait and HSGPA contribute to the decline in scores. Discussions with the language faculty confirmed that
this finding was reasonable. The solution is different advising, to prevent students from waitinghe take
required language course.

The language program faculty take assessment very seriously, and several of them are certified as
instructors for teaching the rating system adopted by the American Council of the Teaching of Foreign
Languages (ACTFL). For any years they have been pulling a selection of student essays and rating them
according to the ACTFL rubrics. They had gotten accustomed to the 16% unsatisfactory rate, and
eventually just assumed that this was the best the program could do. In factydkerothing in those

essays that would have told them what the actual problem was. They were not surprised by the graphs in
Figure 3, and even pointed me to published research that confirmed the finding. With the language
facul tyds s uphgare 3 are poweréul igconamuriicating tonadvisors the danger of letting
students wait to take these courses.

The effect in Figure 3 is also detectable using course grades, and a scan of all #mel DiBlevel
courses taught at my institution ideredi other introductory courses (especially mathematics), where it is
detrimental for a student to wait a year.

The commorsense use of assessment data illustrated in the discussion of Figure 1, is not complex enough
to account for real educational processeen when the assessment data are meaningful.

Unfortunately, data that result from usual academic program assessment activities are inadequate to use ¢
model like the schematic in Figure 2, even if someone has the time to do it. The mandate toegséithe r
leads to a random shuffling of educational practiceppsthocjustification of a change that is desired for
other reasons.

Data Problems

Because assessment data must be-raskiced, we typically create dozens or hundreds of shallow pools

of data, with small decontextualized samples. There is no time to diagnose, let alone fix, the data problems
This creates insurmountable problems for analysis.

Samples of student work or observation are smafle.g. <100), making it likely that even if

measurements are good, we will still get the wrong answer to many of our questions. Small samples also
make it impossible to assess reliability and validity. The graphs in Figure 3 are based on hundreds of
obsenations; with small sample sizes (e.g. 30) it would not be possible to detect the effect shown there.

The data are decontextualizedfor example by not considering student characteristics. Omitting context
leaves out the most powerful means of discoveragse and effect, as in the example above with foreign

| anguage proficiency. It i s also essenti al for
development is a complex, multifaceted phenomenon unusually resistant tefaotgteexplanab n 6 ( p g .
95). As Ewell notes, this leads to longitudinal studies. See Singer & Willett (2003) for a comprehensive



statistical treatment on using longitudinal data to estimate ch&egeKilgo, Sheets, & Pascarella (2015)
for an example assessing high imappractices.

Recall that the mandated objective of assessmen
institution (e.g. not individual courses). o0 But
every student (refer back thetdsmodel in Figure 2), with different instructors, different courses in a
different sequence, different starting preparations, and many other important variables that can affect
Aprogram outcomes. 0 Additional | yemicsrangths arsl interdséesn t
and so on. Since none of these variables is usually accounted for, only large effects could possibly be
detected, and even then we may fool ourselves as to the cause. This is a hopeless situation given the stat
the actuatata and inferential methods usHdn effect is large enough to show up under these conditions,
the faculty almost certainly already know about it from their experiences with students.

Even in cases where a curriculum is highly structured (e.g. cbased with a fixed course sequence), it is
necessary to take into account student traits when trying to understand the cumulative effect of the
curriculum.

High Preparation

123 290

Average Writing Score

Low Preparation

144

1 2 3 4

Year in College
Figure 4. Writing Scores by Academic Preparation, with Numbers of Students

The developmental patiirs Figure 4 show two different average trajectories for writing scores at my
institution (based on two years of data). The top line shows students who were in the upper half of the
standardized high school grade average for their college entering cladsotidm line is the lower half,

by high school grades. It is well known that high school grades predict college grades reasonably well, so |
is not surprising that writing ratings would show a similar effect. Notice that the lower group appears to
lag the upper group by a year or two (survivorship bias is strongest in the lower group, which slightly
inflates those scores).

The point of this illustration is that if an analysis does not incorporate levels of student preparation, even if
the data are gooahd the program completely standardized, the results may be driven by varying student
qualities and not program effects. Imagine a program so terrible that only the most determined and talente
students can survive it. The assessment results will glowtlétaccomplishments of these talented few,



and since there are no results for all the ones who dropped out immediately, they are invisible to
assessments. In other cases, a change in assessment measures may be attributed to program characteris
ratherthan changing student traits. It is important to understand the difference when trying to make
improvements (e.g. more rigorous curriculum versus more tutoring versus better advising).

Language as Camouflage

So why is it not generally accepted that poatadand commaosense inference invalidate the majority of
assessment projects? On the contrary, judging from the rhetoric within the assessment community and fro
accreditors, there is great confidence in the processes that are in place.

Resolving that padox requires taking a closer look at where confidence is placed, namely in the language
and processes of assessment: its bureaucracy. T
of assessment programs: a list of checkboxes with thinggXikDefined at least three outcomes, [X]
Outcomes are measurable, [X] Outcomes relate directly to the next higher level of outcomes at the
institution, [X] Outcomes mapped to the curriculum, and so on. There are articles, books, and lectures on
how to wite outcomes statements for courses, programs, and institutions, how to create curriculum maps,
how to create rubrics, and how to organize and evaluate all of this work for each academic program.

The emphasis on form over function extends tothereviewswd o of each ot her ds p
work. Did the program have outcomes? Were they assessed? Were the results used for something?
Everything is checked except whether or not the data are any good and the inferences are reasonably
justified.

Most institutions probably have a small number of assessment projects, perhaps in general education, tha
do get the attention they need to be successful as educational research. But the majority can only pass
accreditation reviews through attention blieds induced by a bechecking mentality of correctness.

The Future

I n the era of Afake news, 0 it is iIimperative tha
honesty. We should follow the lead of academic psychology in &sathinaion of our standards of
practice. That field is enduring a Arepreductio

reviewed, published research. Relying on small sample sizes is one of the S8ausesns, Nelson &
Simonsohn, 2011).

Imagineif each town and village were required to research and produce its own drugs, and ignore large
scale sciencbased medical research. That is our current situation with respect to assessment.

By contrast, research in teaching and learning is booming. abtble proceedings &ducational Data
Mining for many examples of the creativity and energy being devoted to this research. There is more data
available than ever before, computation is cheap, and new methods for visualization and analysis abound.

We canimagine a future where assessmeatlersvork closely with institutional researchers and scholars

to create and share large sets of fighlity data. These might be organized by discipline or at the
institutional level to focus on a manageable number of outadmeshundreds of them at once. We

would work with faculty members to understand and use research findings instead of cajoling them to do
paperwork, regrade papers, and then stare at bar graphs trying to divine meaning. Assessment conference
can be about what we discovered and how fg@rk using that information.



One model of that approach is the English composition program at University of South-Famga,

where my colleague Joe Moxley has turned asemester writing requirement into a laigEale research
program. His work hagarnered grant money, attracted dozens of researchers, launched a journal and a
conference, and produced a corpus of hundreds of thousands of student papers, peer reviews, rubric ratin
and survey items that is available to researchers. What makes Blaxleyp r ogr am s o out st
constant critical attention to the quality of data. The goal is not perfect measurement; the goal is to not fool
ourselves.

Other models are possible that would fit different situations and types of institutions. | anuatyti

impressed with intelligence and dedication of people | meet in the assessment field. It is appalling how
much of that talent gets wasted filling out checkboxes. If existing assessment resources were redirected to
trying to understand student leargjwe could revolutionize education in the next ten years.

The assessment profession is now decades old, and it is time that the standards of practice are defined by
the community of pactitionerswho do the job. In collaboration with other stakeholddrs,Association

for the Assessment of Learning in Higher Education (AALHE) is the logical choice of a body to lead the
creation of such standards.
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BEYOND THE THEATRE OF COMPLIANCE?

By Madeline Murphy

Assessment is often framed, in the words of lms&le HigherEcc ont r i but or , as fdan
certainlyshouldcare about student learning. Students trust us with their time, money, and effort; the
degrees we confer represent a promise that stud
lucky, but my experience of almost twesiiye years of teachingnglish at a suburban community college
suggests that teachers realtycare. My working life has been filled with committed, creative

professionals, all of whom are deeply committed to their students and reflect unceasingly on their
pedagogy. So why, &m, do so many teachers express skepticism about assessment?

One answer, perhaps, is that assessment has become entangled with a vehement, if unfocused, demand
accountability. Ever since the ReaganaA Nation At Rislkannounced that our high schoolersre headed
straight down the drain, and the Japanese would eat our lunch, the public has furrowed its collective brow
at educators. A decade ago, the Spell i ngaersg,ommi
at times selbatisfied, and und| y e x g Bha implisaton ié clear: we are stuck in our ways, too
complacent to selpolice. But who would deliver the necessary shag@ This task fell to the accreditation
agencies, who are seen, in Washington, less as peer evaluators thaleascawatchdogsthe SEC to

our Wall Street.

The critics have a point. College costs have risen inexcusably; acoulggprobably use a good overhaul.

But when accountability drives assessment practices, institutions tend to go on the defensive, and
patentially useful and interesting assessment ideas are set aside in the name of compliance. The result, ve
often, is an unceasing demand for busywork which faculty both lament and mock. Our accrediting body,
for instance, prioritizes quantity of data oggrality. Site visitors want to know whether we have we

assessed all our outcomes, at every level, for everything. The interrogation is @jsuursew e 6 v e
assessed student learning in every outcome; after all, every student gets a grade. Buhataroecsé
grades dondét count as assessment, teachers scra
i d ait qaizees, capstone assignments, and suriveylspackaged as rubric scores behind which we can
shelterMeanwhile, administratorsyochase expensive programs that permit them to generatediwmnn

reports on all this data. This theatre of compliance provides passing scoreadorewitation, marketing

for the assessment software vendors, and plenty of work for assessmentgjiegctonistrators, and

facul ty. Meanwhil e, many of those involved are
anybody | earn anything?bo

Identification of every SLO, PLO, and ILO imaginable is followed by mapping. Curriculum mapping of
these student, program, and institutional learning outcomes is another priority for accreditation. Are the
outcomes stitched together to form a coherent education? A worthy goal, but, once again, the wrong
guestion. A cohesive education reflects a cohemspaelemic community, and this begins with the people
involved, not the forms they fill out. If we want to promote interdisciplinary coherence, we should make it
a matter of professional routifier instructorgo sit down with colleagues from other disaigs to work

on curriculum, delivery, and collaborative assignmeamsl, indeed, to argue about different philosophical
and pedagogical goals. Instead, we spend hours pontificating which boxes to check. Should we say that
Outcome #2 of the Shakespearesslaupports Institutional Outcome 3 (communication) or 4 (critical
thinking) or 5 (diversity)? Likewise, is that outcome introduced, reinforced, or mastered? Who is
monitoring this, and who really cares? A fancy map decorated with credible I, R, M, aoting (

embedded assessment) clears the mapping requirement for reaccreditation, but it rarely does much to
strengthen the college as a community.



Following the maps are the artifacts assumed to have captured that which we call learning. Now, whether
the cantent of those artifacts reflects learning attained via the pedagogy of the college instructor, the
tutelage of a high school teacher, or random responses of the student the honest professor never really
knows. And these dat a,likeoaten df mfecdon er ordptyieldstEpch of thesg e t
artifacts represents a performance, in which one person fashions a special task for another, with the goal c
finding out what that second person kno@#s,assessment data must either be drawn fretaredardized

task (which is pretty narrow) or from whatever tasks instructors have set (which makes generalizations
almost meaningless). Nevertheless, some repository, portfolio, or overpriced software package dutifully
maintains said artifacts awaitiniget next phase of the assessment process: judgment.

Some outcomes can be judged objectively, such as licensure pass or fail, but not all. At our last departmer
retreat, for instance, we all agreed that one paper showed competent use of appositiveth&upaver
triggered a good deal of argument. As requested by the essay prompt, the writer had summarized Claude
St eel eds WhisthhgVWinaldid c d nr at el y and cl early; but she

demonstrated critical thinking? Some teachers f
t hat a student who had demonstr at ed deserved agamd ofu n d
appl ause, and that maybe we should spend more e

less time pressing them to take some poorly considered and probably insincere position for the sake of
looking analytical. In sh: What exactlyis critical thinking?

The last stages of the assessment process combine results and use of results into the sacred closing of th
loop. Faculty tend to resist demands for evidencecodd r i ed Ai mprovement so in
Theyare not wrong. The language of the typical industrial quality control cycle (analyze data, identify
problem, propose solution,-evaluate data to see if it worked, close the loop) applies very unevenly to
academic work. | am not deriding eviderzased, atcomeoriented decisions. A law school or

cosmetology program whose students never got their licenses would need to take a long, hard look at wha
it was doing. Likewise, controlled studies comparing competing pedagogies inform teaching in academic
discigines, including the humanities. In English compaosition, for instance, the research strongly suggests

t hat what is called fAteaching grammaro (i .e., ¢
exercises) does little to improve student writiSg,we dondét do it . By contras
that getting students to combine sentemtmswork, especially in the context of an authentic inquiry

based writing task, so we do a lot of that. If we want to see if an initiative is successful avgmaktthen

look at the data. And yes, data sometimes reveals the unexpected.

~

But a | ot of student | earning doesné6t fit the 0
with teaching i s not gat he mgsureghatdthe dat thatlisytzeiactugl t h e
moments of student performance that do or do not reveal something, are meaningful. And here, one can a
a thousand questions that make the loop model look like a convenient fiction.

For instance, what peeeviewel evidence justifies current demands for prescriptive statements about what
a student is supposed to learn? I f a student ta
that? And does it matter? Can we agree what critical thinking looks hkie®2dl shouldwe? Have we

failed if students recognize and grapple with contradictions and disagreements inherent in a Western
education? How do we capture learning that occurs as a result of our teaching long aftevab& 17

course has ended? What i&itaing presents itself in counterintuitive ways that qualdgtrol models and
KPIl's of industry fail to detect? When fiyou have
Major Barbara,it hat al ways feels, at. dibUstertai nfyyodet
arendt these experiences also something we shou

Underpinning so many of these unhelpful assessment practices are assumptions about teaching and
learningi assumpbns that come to us not from academia, but from business quality control models, and



from a political culture hungry for Aresults. 0

carving out and discussing, out loud, our own ideas abbat @ducation is for. That too would be an act
of care.

Madeleine Murphy (M.Litt, Edinburgh University) is an English teacher at College of San Mateo and can
be reached aturphym@smccd.edu
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THE CRUCIAL ROLE OF FACULTY DEVELOPMENT IN
PROMOTING QUALITY ASSESSMENT PRACTICES

By Glenn Waterbury, Madison Holzman, Beth Perkins, and Allison Ames

Introduction & Background

Assessment is a tool faculty and student affairs professionals can use to paint a picture of student learning
serving as a conduit to highlight strengths, uncover weaknesses, and glean insight into necessary
programmatic changes. To realize these benkfily, programs must implement higjuality assessment
processes. Without higlpuality assessment, results may be untrustworthy, and the critical questions
stakehol ders have regarding studentsd skills an

At James Madison klversity (JMU), academic degree programs have been improving the quality of their
assessment processofgers Grays, Fulcher, & Jurich, 2013). WhRdgersand colleagues asked
programs how they were able to improve their assessment processes, oma ¢cbeme stood out:

professional development opportunities offered by the university. That is, faculty within academic degree
programs were able to strategically improve their assessment practices because they were provided
opportunities to improve theiotindational assessment knowledge and skills. If faculty are expected to
develop assessment processes that yield useful and meaningful information for their programs, they must
be provided with support to build and transform their assessment skillsetstol\dvas is a description of

the assessmentlated professional development opportunities available to faculty members. Table 1
provides a brief overview of JMUésizedpublic pnivarsityins er v
Harrisonburg, Virgina. JMU is home to roughly 20,000 undergraduate students and employs
approximately 900 fultime faculty.

Table 1.

Outline of Professional Development Opportunities

Yearly Faculty

Opportunity Time Frame Participation
1 on 1 Consultation YearRound 30 to 40
Formal Workshops YearRound 10to 15
APT Lockdown Late April 30to 40
APT Rating Late July 81to0 10
APT Feedback Reports October 1st 115to 125
Assessment 101 Mid-June Mid-July 30to 40
Learning Improvement Course Fall Semester 2t0 4

Assessment Certificate Four Semesters Oto 2




Consultation

Of the many assessment related professional development opportunities offered at JIMU, Good et al. (201
found that consultation with an assessment expert was the most consistentlygmelpidor. The Center

for Assessment and Research Studies (CARS) is an office dedicated to ensuring that quality assessment i
ubiquitous across the JIMU campus. Faculty members who work in CARS serve a dual role: professors ant
assessment practitioners. CABR f acul ty member sé6 commitment to as
consultation with their colleagues across campus. CARS is also home to a number of doctoral and

ma s t-level graduate students. These students serve multiple roles: student aategaadistant, with

many serving in Program Assessment Support Services (PASS). PASS works to ensure JMU academic
programs have high quality student learning outcomes assessment processes through assessment consul
services, the provision of assessnresburces, and the dissemination and promotion of quality assessment
practice.

Members of the PASS team consult with program assessment coordinators and committees each year.
Individual consultation was reported as the single most helpful assessmentegaedtared at IMU (Good,

et al., 2013). Consultation serves as a time for assessment coordinators, both novice and veteran, to work
on and discuss any aspect of their programds as
consultant sengeas a safe environment for coordinators to ask questions, share their concerns, and
cultivate their knowledge of assessment. PASS consultants tailor their assistance and guidance to meet th
specific needs of the faculty and program with whom they ar&imgyrhelping to ensure that faculty feel
neither overwhelmed, nor unchallenged.

Along with one on one consultation, PASS provides workshops throughout the year. These can be targete:
for one academic program, or provide more general training to accortemoday disciplines. As such,
workshops can consist of a broad overview of assessment, or discretely target any aspect of the assessme
process, such as writing student learning objectives or developing instruments. Faculty members are giver
the knowledgeand skills to meaningfully and thoughtfully engage with any stage of the assessment cycle
and critically evaluate their own assessment pr
confidence and comfort with assessment, which can lead to-susilining assessment process.

Another PASSed activity intends to alleviate some of the pressure of writing an annual assessment report.
PASS hosts two sessions of a Al ockdown,d an opp
uninterruptediime for working on their assessment report. PASS consultants are on hand to answer
guestions and provide feedback, but many faculty also use the time to discuss assessment with their
colleagues and reflect on past feedback. As with the individual consugtand workshops, the emphasis

of the lockdown is on building assessment skills.

Participation in Assessment Rating

The Assessment Progress Template (APT), the ann
assessment process, from articulatinglstu learning outcomes, to using results for continuous
improvement. Two raters provide feedback on each APT in the form of numeric ratings and diagnostic
comments. This rating session, which takes place one week every summer, brings together 15 to 20
graduate students and faculty members to rate the APTs. This rating session also serves as a professional
development workshop by providing faculty members and graduate assistants the opportunity to take part
in the assessment rating process. Specificallgr afrticipating in the APT rating workshop, raters will be
able to:

1. Identify the six major areas in the assessment cycle;



2. Differentiate among beginning, developing, good, and exemplary assessment practice in the
14 subareas;

3. Rate similarly and consistegtto fellow raters through calibration;
4. Work with a partner to identify and adjudicate rater discrepancies; and

5. Apply or share what they have learned about the assessment process with the program(s)
they belong to or consult with.

Rater participants are@n opportunities to practice providing ratings, write formative comments, and
calibrate ratings and comments with their partner. To assist in this process, PASS consultants provide
feedback and training throughout the rating and commenting process.drk&hap is an opportunity to

learn why the quality of assessment matters and how to document assessment practices. Additionally,
faculty who participate in APT rater training will have the ability to apply the assessment knowledge they
gaintotheirprognm6 s assessment process.

After spending a few days learning about assessment and the rating process, faculty and graduate assista
pairs thoroughly review five to ten APTs and provide ratings for each subcategory of the rubric. Raters alsc
providecomments that are formative in nature, and adjudicate their individual ratings with their rating
partner. This process allows faculty raters to review and learn from the assessment practices of many
different programs. The ratings and comments provideare r al | anal ysi s of t he
assessment process, highlighting which aspects of assessment are being done well and upon which areas
improvement efforts can be focused.

The APT rating process benefits faculty in many ways. Faculty gainraédion in assessment and learn
ways in which to discuss assessment with a wide variety of stakeholders. It is also beneficial for faculty to
see how other programs are conducting assessment and making program improvements as a result of
assessment. Whéaculty finish the week of rating, they have made connections with other assessment
coordinators, broadening their resources for assistance with assessment.

Figure 1. shows the average APT rating over the past eight years. Of particular note is thseoissin

from the 20082009 academic year to the 268910 academic year. This increase in average APT rating
may be related to the inclusion of faculty raters in the APT rating process for the first time in the summer
of 2009. This finding may suggest thhe skills gained by the faculty members who attend this workshop
are impacting the assessment processes of academic programs.



Figure 1.Average Assessment Progress Template (APT) Ratings at James Madison University
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While only a small percentage fafculty members participate in APT rating each year, every academic
program that submitted an APT receives an APT feedback report at the beginning of October. The
feedback is intended to be a tool that academic programs can use to strengthen theimigsessse

This feedback is specific, targeted, and formative in nature. Faculty can use this feedback to learn about
best practices at each step of the assessment process. This feedback can also serve as a springboard for
programs to seek additional asseent process support. Moreover, each year, programs take their APT
feedback and use it to improve their assessment report and assessment processes. Thus, the feedback hz
been successful in helping academic programs identify weaknesses and make impsoi@their

assessment process.

Extended Development Opportunities

The shortest commitment of the extended development opportunities is Assessment 101. Assessment 101
was implemented in Summer 2016 and is a rigorous, Aeekworkshop designed to transfofaculty

from Anoviceso to fAintermedi ateso in assessment
steps in JMUOGs assessment cycle. As such, facul
beginning with articulating studé learning objectives, all the way through using results to recommend
curricular and pedagogical changes. The key to the week is its interactive nature. By simulating each step
of the assessment cycle during Assessment 101, faculty experience the eballehgewards that

accompany assessment. When the week concludes, faculty report that their skillsets are transformed.
Moreover, preand postcognitive assessment results suggest that faculty do have improved assessment
skills and knowledge after paripating in Assessment 101. Faculty also build lasting relationships with a
cohort of other Assessment 101 participants whom they can reach out to for questions, ideas, and
collaborative projects. A total of 53 individuals representing student affairgmeadffairs, and each
academic college have patrticipated since the implementation of Assessment 101.

For individuals who are familiar with JMUG6s ass
assessment concepts, a graddeel course in learningnprovement is offered. The course is targeted



towards practitioners and allows them to gain adapth understanding of how to engage in assessment

for learning improvement. Through the course, practitioners learn how to orient their assessment processe
toward using results to make curricular and/or programmatic changes, with the end goal of improved
student learning. Though the focus of this course is on all aspects of learning improvement, practitioners
still gain tips for developing highuality assesment processes, as highality assessment is a stipulation

for learning improvement.

Faculty also have the option of the Higher Education Assessment Specialist certificate
(https:/www.jmu.edu/outreach/programs/all/assessment/index.shtml),-telongrofessional

development commitment. The certificate includes four, thredit courses taught online and cover topics
related to policy, assessment consultation, the foundations of measurement, and instrument design. The
wide content of the courses targetvaried audience. For example, college deans can gain the skills and
understanding of how to guide and support assessment efforts. Faculty serving as assessment coordinato
and department heads will develop professional assessment skills througtl prgatece and projects.

Conclusion

Put quite simply: faculty are the engine of assessment at JMU, and while there is always room for
improvement, many academic programs at JMU are engaging kybadity assessment practices. We

believe that this stenmedominantly from the fact that many of our faculty members are knowledgeable
about assessment and value its use. The appreciation for and knowledge of assessment has been cultivat
over years. For example, our assessment office began working witheasrasst coordinator for an arts
program several years ago. She was entirely new to assessment and overwhelmed by the process. This w
reflected by, among other things, her poor ratings on her assessment reports. Over the past two years, she
has participad in several of our faculty development opportunities. She served as an assessment report
rater for two consecutive summers. She consulted with assessment experts, both graduate students and
faculty, on numerous occasions. She also attended APT lockdbmough these experiences, and her

hard work, she has transformed her knowledge of and comfort with assessment. She has even become a
vocal advocate of assessment, as she recently shared her positive experiences at the first annual meeting
assessment oodinators at JMU. She is just one example of the many faculty who have grown as
assessment practitioners.

Just as we cannot fairly expect students to acquire knowledge and skills without the requisite opportunities
to learn, we cannot expect faculty mems® engage in quality assessment without providing them with
chances to foster their assessment skills. By providing varied and targeted resources, assessment
practitioners at JMU can continue to finee their skills and thoughtfully evaluate their oagsessment
process.

References

Rodgers, M., Grays, M. P., Fulcher, K., H., & Jurich, D., P. (2013). Improving academic program
assessment: A mixed methods studpovative Higher Educatiqr88, 383395.

Glenn Waterbury (waterbgt@jmu.edu), Madison Hampolzmama@jmu.eduand Beth Perkins
(perkinba@dukes.jmu.edylare doctoral students at the Center for Assessment and Research Studies at
James Madison University. Allison Ameanfes2aj@jmu.edus an assessment gpaist and assistant
professor of psychology at James Madison University.


mailto:ames2aj@jmu.edu

THE JOURNEY OF IMPROVEMENT: HOW AN INSTITUTION
ENHANCED THE QUALITY OF THEIR ASSESSMENT PROCESS

By Michelle Rogers

Learning outcomes assessment involves gathering informatibratsevidencdased actions can be taken

to support student learning relative to the institutional learning objectives (ILOs). Making these quality
improvements requires the intentional collection of meaningful evidence. Sources of evidence might
include:clear articulation of the constructs of interest (e.g. ILOs), achievement results from measures that
provide insight into student learning relevant to the ILOs, results of indirect measures that provide
information about the institutional environment, ende that all, or at least most programs are engaged in
such activities. No single data source allows us to make claims that students are learning. This article
describes how our institution made progress in assessment quality, by improving the cafextidance.

Institutional Context

Des Moines University is a smal/l graduate heal't
(Anatomy, Biomedical Sciences, Healthcare Administration, Physician Assistant, and Public Health) and
three doctoral programs (Doctor of Osteopathic Medidmysical Therapy, and Podiatric Medicine). We

are regionally accredited by the Higher Learning Commission (HLC); six of the programs have their own
specialized accrediting agencies.

Background

In 201Q we developedive InstitutionalLearningOutcomes (LOs) in an effort to uniteur eight

programsThe five outcomes were designed to represent areas that all programs should easily be able to
address regardless of their disciplinary focus. By 2015, we had undergone multiple reviews and realized
several ctical barriers to engaging in implementing a quality institutional assessment process. Arguably,
the greatest barrier was the vagueness of the outcome statements (shown below):

1 Demonstrate a knowledgf the science of human headthd weltbeing.

1 Manifest dedication to the highest standards of professionalism.

1 Value the human experience with sensitivity to individual and cultural differences.

1 Display an ability to work collaboratively/interprofessionally.

1 Demonstrate an understanding of research metbggaind its relationship to critical thinking.

We lacked clear expectations for student learning and institutional assedsonextamplefor the
outcome related to scientific knowledge, it was unclear whether this was in reference to both the basic and
clinical sciences, or just ortd these

Another barrier to assessing our ILOs was unclear standards for sharing assessment results, which
contributed to significant variability in the quality of information shared. Each program has the autonomy
to decic@ how many and which measures will be reported. Some programs included samples of their
assignments and evaluation instruments (e.g. rubrics) in the assessment reports to provide insight into the
process; other programs reported course grades, compigtesn and pass rates on licensure exams. In
addition, while some programs had assessments aligned to the ILOs, others did not. Furthermore, if
programs were not meeting their targets based on the measures they reported and how they reported ther



figuring out how to take action was difficult. For example, if a program established a target goal that 100%
of students achieve a 3.0 grade point average and only 75% of students met that expectation, there was
little to go on.In summaryinconsistencies iassessment quality made it difficult to discern what students
were learning, and how to make improvements within a program, and by extension, across the university.

We improved our assessment process by clarifying expectations for student learningjindegdibs in

our assessment, and identifying commonalities in how we were measuring the ILOs across programs. The
first phase involved the Student Learning Assessment Committee (SLAC) developing performance
indicators using the process shown beldtese mdicatorswould serve asxamples of evidende

determine ifstudents are achieving theOs.

tools for this
ILO given to
Assesment
Specialist
(AS)

Revise ILO

Draft
shared with
academic
programs

AS creates a
draft of
Performance
Indicators

SLAC
Discusses
& Makes

Revisions
to the Draft

HGUREL

It was important that thBerformance Indicators (Plsame from existing assessmeméslecting
reasonablexpectations fowhat students should demonstrade want ed t o avoi d Ar e
and instead, leveraged what we already hhe.indicators were developed by revieweagstingco-

curricular and curricular assessment tools and documenting commonalitiess acpos o gr ams 0 r ub
checklists, tests, quizzes, survesw,. Plswere grouped by similarities, referred to as dimensiohs.

example provided below demonstrates how we moved from having a very broad professionalism statemer
to providing dimensions sp#ic enough to assist us in improving the quality of assessment for the
professionalism objective.

Ori gi nal @adetesewiteanifest dedicationtothe highg st andards of prof

The newly developed framework provides guidance on evtefocus assessment; however, it maintains
the programs6é autonomy with respect to how to i
PLOs. (See figure 1).



Revised Wording: Graduates will demonstrate ethical and professional behavior consiste
with standards of the profession and the DMU community.

Dimension 1: Punctual

Accountability Give adequate notice and explanation for absenteeism or if unakl]
meet deadline

Make suitable arrangements if unable to fulfill professional dutieg
Prepared to perform professional duties

Follow through on professional commitments

Accept responsibility for learning successes and failures
Dimension 2: Use language and communication styles appropriate to the contt
Communication & and audience

Al

o 0hsw

Professional 2. Establish positive interpersonal relationships with others
Interactions 3. Communicate information in a clear and organized manner
Dimension 3: 1. Maintain appearare suited to work environment
Professional 2. Promote and build awareness of the profession
Responsibilities 3. Carry out professional duties in a safe, respectful, and ethical mg
4. Follow legal and ethical guidelines applicable to the profession
Dimension 4: 1. Identify areas of selimprovement
Self-Directed 2. Seek out help when needed
Learning 3. Set goals independently
4. Use information to improve learning
**All programs areNOT assessing allggformancendicators But each performandedicator
i's Ilinked back to at | east one progr amo
assessments.

After the PIs and dimensions were developed, the committee proposed revisions to the ILO statements to
improve clarity. The second phase involvedrsitathese Pls, dimensions, and new ILO statements across
the institution to get feedback and receive the approval of the faculty.

While developing a shared mental model of the meaning of the outcomes was a sigusfesitf the

project, it was not @ onlyelementWe identified other gaps in our assessment process and made
improvements. We learned that (1) most assessment tools for interprofessionalism were surveys rather the
direct measures of student learning, (2) multiple programs lacked quaditg s ur es f or t he 7
human experienceo objective, and (3) some of th
them.Several projects were initiated to imprabe assessment quality of the ILOs assessed. Some

projects entailed revisg an assignment and/or assessment so that they appeared more relevant to the

construct of interest. Some examples include the following:

1 The Ma sRuldic Health Pragramedesigned an assignment and developed a rubric to align
interprofessionalismmad t he fAvalue the human experienceo

T The Mastero6s in Healthcare Administration Pr
performance indicators to inform the redesign of a leadership assignment and assessment to
emphasize interprofessmal education. Previously, the grading rubric emphasized writing skills.

T The Masterdés in Anatomy Program aligned one
experienceo objective and redesigned atctiveasse



1 Several faculty across programs developed new assessments based on the ILO performance
indicators for professionalism.

We also made several major revisions to our assessment report template to improve the consistency of
assessment of student leiagand context for the institutional activities taking place to support student
development.

1. We added a column in the report that asks programs to include what curriculasusricolar
experience is associated with the assessment used and wheaurrithdum/caecurriculum do
students engage in this experience. (institutional activities)

2. We added a new column in the report that asks for an explanation of how the assessment tools
selected link back to the outcome (performance indicators).

3. In the findings section of the report, we provided more direction by requiring programs to provide a
brief evidencebased narrative describing student strengths and opportunities for improvement
based on the ILO dimensions.

4. We requested that programs include ast@me assessment tool in the appendix of the report so
that we can see how students are being evaluated. This also allows us to examine its alignment witl
the learning outcome.

In summary, our work promoted meaningful conversations about expectatiagtisdent learning and
improvements in teaching, learning and assessment activities. Admittedly, we are far from having a perfec
institutional assessment process. However, we now have a better idea of where students are headed and
how we expect them to gttere through the program curricula. Next steps entail evaluating how changes

to the process resulted in improved understanding of how students are learning relative to the ILOs across
programs and if the changes enhanced the quality of our conversdimutsstudent learning.

Michelle Rogers is Assessmergegialist at Des Moines University. She can be reached at
michelle.rogers@dmu.edu
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ASSESSING IN THE RED: HOW TO KEEP QUALITY-OF-
ASSESSMENT PROSPERING

By Yen M. To & Kipton D. Smilie

Assessment in higher education is often a multidimensional approach used by administrators and faculty tc
identify opportunities for quality improvement of their programs and services. A strength of assessment is
its ability to be custondesigned to fit within the framework of any given institution. Interestingly, this
adaptive ability is also a limitation. While there is a common consensus about good assessment practices
(e.g., ongoing, longitudinal, benchmarked, etc.) @ist 1995; Astin et al., 1992), there are no hard and

fast set rules on how to make assessment work perfectly across a diversity of environments or programs. |
higher education, assessment is not prescriptive like degree programs nor is it electixeUikecalar

programs. What may work in one department may not translate well to another. For example, our
Education department uses subject content and performance test scores, course syllabi, and interviews, tc
demonstrate evidence for meeting their pssional standards for teacher accreditation. Nursing and
Business, departments seeking disciplased accreditation, are also responsible for completing lengthy
narratives; however, the specific requirements for evidence of student learning vary famal teports

are disparate and incomparable. Compounded upon that, departments not seeking diasgdine

accreditation (e.g., Philosophy, Sociology, Art, and Math), formalized assessment is absent or lacks a
common structure. At the institutional léyassembling the assessment of student learning across these
departments into a uniform approach is extremely challenging, especially for those unfamiliar with
assessment. This struggle with multiplicity, and lack of uniformity, also occurs across asgdéssused

listservs where experienced assessment professionals frequently request examples of assessment done it
areas such as general studies, career development, student affairs, etc. (ASSE3E, 2005

Given the various ways assessment ocatimsstitutions, administrators and faculty alike are constantly
confronted with the challenge of determining the quality of their assessment practices. If assessment
leaders can show stakeholders that their assessment efforts have integrity, then staketimldece in

the data, subsequentfindingsn d ficl osi ng t he | o ipedtome rmoceaneaniagiud a t i
However, at institutions ere resources are lean, assessment staff fall below capauityd funds

restrict professional development in assessment, or thetadk @ technologysupported assessment
products, the challenge of establishing qualggessment standards for each discifdemmes

overwhelming.

In theory, institutions & conducting assessment correctly wtregyroutinely produce meaningful results

that indicate if goals have been naatd how action can be taken to improve outcomes. This also means

that institutionshave qualityof-assessment (reliability, validity) edtlished andbothassessment processes

and assessment data meet these quality checks. However, often in practice and especially with institutions
that arenew toassessmepand perhaps also lack resouragsality-of-assessment is a loose post hoc
conclwsion. At these institutions, the bulk of efforts are focused on establishing a feasible process and
identifying appropriate sources of evidence rather tisng assessment to determine if expected quality is
being met. The appropriate steps to determmne quality of a program has not been reached at these
institutions due to the focus being on the process of assessment rather than assessment itself.



An Economical Approach

While establishing validity and reliability acitical todemonstrating qudyi, institutions waiting to

mature in assessment or limited in assessment resources can employ other strategies to inform upon
quality. This was the position of Missouri Western State University (MWSU), a small regional open
admissions institution with fite assessment resources and a culture of assessment that has yet to be
embraced. Thestrategy is to apply the main components of qualftgata checkge.g., completeness,
uniqueness, timeliness, accuracy, and consisteacyyltiple levelsof their institutionalwide effort At
MWSU, quality-of-data checks occuturing data selection amllection (micrelevel) by faculty and are
embedded in the process of planning and reporting (Maced) by administrators. By using quality
checksfaculty and athinistrators can gain confidence that their engagement in assessment is worthwhile.
For institutiondimited in resources for assessmaéviyWS U alternative approactif using qualityof-data

to inform quality-of-assessmerte.g., reliability and validity)may be appealing as it minimizes the
significant cost of time and money and can still lead to efficient deemgking processes.

Quality -of-Data Checks

In thedisciplineof data management, quality-data refers to the examinatiohan attribute ofeature of

data to understand its qual{i&xsskham et al., 2003 In the context of higher education assessmeitd, d
guality is often a perception of thaata'sability to inform upon assessment outcomes, which can be a meaningful
service gauge for institions. Of the possible qualitpf-data attributes in data management, those readily
applied to assessment of academic programs and student learning outcomes (SLOs) as quality checks
include: 1) Completeness, 2) Uniqueness, 3) Timeliness, 4) Accaradtyy) ConsistencyAskham et al.,
2013).

CompletenessCompleteneseefers to the maximum amount of data that is captured for a given purpose.
At MWSU, administrators strive for 100%ssessmerarticipation fromall academic programs. The
competenessate s determined from the number of programs who submit both their annual assessment
plans and reports within a week of the campude deadline. Another method to capture completeness is

to determine if all program SLOs are being assessed within a speitifeetange (e.g., thregear rotating
schedule). When making maelevel recommendations to the institution on general competencies or
strategies, completeness of data allows administrators the confidence that information frommast,ags
notall, acadenic programs wer@cluded.For instance, if the institution implemented interventions related
to enhancing quantitative literacy, it would be necessary to examine comprehensively this SLO across all
programs that teach the content.

At the micrelevel, programfaculty provideandconfirm thatdata for a specific measuiecollectedrom

all students paicipating in the assignmeatztivity and that theselected measurasefrom all core

offerings. By striving for completeness, faculty creedeomprelensiveprogram map identifyingvhere

SLOs are embedded in courses and activities. This cuadiditata check for completeness is important
because it ensures a comprehensive examination of the SLO and greater competence in resulting decisior

Unigueness The uniqueness of data refers to eliminating redundancy in the data and limiting data
gathering to distinct sourceBhe process to ensure uniqueness is the same at both the amacnoicro

levels; however, the data sources used vary with the maaeogathered from programs and the micro

data gathered from studenés a macrdevel quality check, administrators request that data gathered on
each SLO be captured from multiple distinct sources. Specifically, it is required that the evidence collected
comes from a minimum of two measures gathered from different courses or experiential activities. This



requirement for uniqueness at the maeneel allows information on outcomes to be gathered across the
program rather than limited to a handful of coursetfacts, or activitiesFaculty attain niqueness at the
micro-levelin a similar mannewhen f measures vary across coulses just programsas well as across
instructors No one faculty member should be solely responsible for delivering the cohtamnt one SLO.
However, in MWSUG6s smaller programs, this optio
encouraged to measure the SLOs from different perspectives (i.e., assignment/project formats) to ensure
that the SLO is being assesskbrbtigh multiple modes. For example, the SLO of ethical reasoning can be
captured from a written assignment, but it can also be examined as a case study, oral presentation,
treatment plan, etdikewise, at the macrtevel, one program should not be soledgponsible for delivery

of a specific SLO. Administrators are expected to measure SLOs from multiple perspectives incorporating
the academic, courricular, student affairs, and support programs.

Timeliness Timeliness refers to data that is collected gpmbrted in a recent manner. At MWSU, this

guality check is similar across maeand micre levels and is dependent upon the assessment cycle.
Timeliness ensures that the data used to form recommendations or inform modern practices is still relevan
to the SLO under study. Using recent data to inform decisions safeguards the process and programs from
inaccurate and dated assessment applications. For example, when deciding how many employers to invite
to a career fair, event staff should not rely on homyrstudents attended three years ago but rather the
number who attended last semester. Timeliness applies to data collection and the process. Not only shoult
the data collected be current, but also assessment plans should be routinely updated andmeported
continual basis (i.e., schedule). The updated plans allow changes (flexibility) in both the measures of the
SLOs and the SLOs themselves, in order to match program realities and new directions in the program
field. Administrators or faculty can deteime the appropriate limitations and acceptable time constraints

on the timeliness of data/process beforehand, though data collection and brief analysis each semester can
help ensure quality. Timeliness as a quality check is also related to the accuilagieatis accuracy in

almost all cases decays over time (Askham et al., 2013).

Accuracy. Accuracy of data is the extent to which the data correctly represents the SLO assessed. Think o
this as the appropriateness (e.qg., fit) of the selected measifee(ard the rubric or the alignment of the

rubric to the articulated proficiency levels of the SLO. This is done at the Asa@lovhen administrators

|l ook at the fit of specific program $kd@wuraty® MWS
data is determined from the selection of measure type (direct/indirect) for the FRldDiy are content

experts and therefore they provide program consensus on what to identify as an appropriate measure for
each SLOMeasures that are direct, acquifemm the source (i.e., student) regarding a specified
demonstrable behavior (e.g., SLO), are stronger and more fitting accounts of the outcome than indirect
measuressuch as perception surveys, or other tpady accountslustification statements farget

levels are also more meaningful at this milaeel, as faculty have a clearer thresh@dy., national
benchmarks, baseline dat)d rationale for determining SLO success.

Consistency Consistency is roughly defined as the absence of differartbe data when comparing more
than two collections (Askham et al., 2013). In the example of MWSU, administrators compare the
consistency of data over two or more assessment cycles. The emphasis is on regularly collecting data to
provide trend informatioon SLOs. Recommendations from assessment based on consistent and
reoccurring trends in the data are more trustworthy than those made from brief snapshots ofAhe data.
both macreand micrelevels, consistency in the form of data trend reliance is atgeakck that is
essential to making dataformedd eci si ons t hat are more attuned t



functioning. The comparison of trend data to identified benchmarks is more accurate and appropriate to
utilize for decision making

Bal ancing Data Quality with the I nstitutionébés C

In the quest to address qualdfrassessment, assessment leaders should be mindful of the cost to faculty
and staff. Extra requirements related to quality checks equates to extra work for thesmiatdtevel.

Quality checks may consist of external vetting of processes, internal and external scoring of student
assignments to measure SLOs, identifying external sources for prggrahbenchmarking, assessment
software for data management, or data triangulakonexample, in the Education Department, to assess a
studentdéds professional disposition (SLO) facult
the student, state exam, instructor, university supervisor, mentor teacher, and prihepabrilioad for

guality checking this single SLO places high demand on faculty and program resources. At MARY, f
participate in assessmagata moreintimate handson processin comparison to administrators whngage

in assessment from a coordiioet and management perspective. However, but both parties are responsible
for maintaining assessment integrity. Faculty work with assessment more directly, potentially leading to
differences in perceptions of data quadityd assessment cultiae comparetb their administrator
counterpartsPerformingthe data quality checks but not communicating tlaenoss the macr@nd micre
levelsmay lead tadisagreemerdndfi o-b & a r di.le.megettment) of assessment.

Faculty are often charged with collectingdainterpreting assessment data through multiple meanfand
variousentities: program reviews, accreditation applications (state, national, professional), and state and
federal reporting requiremeniBherefore faculty are informean the quality oflata collected from a

variety of different instruments and measuiegultyd knowledge of students, courses, and programs can
lead to a better sense of completeness of the ldaténg the firsthand experience of working with

students and understandingithstruggles provides them with insight that collected data alone could
overlook. These faculty insights can provide context to outliers in the data that may otherwise skew
analysis and interpretation of the data.

By implementing quality checks, assessireaders have provided faculty and administrators a common
method of inquiry to inform assessment integrity at MWSU. Assessment egaiptyWith the abilityto
identify contributing factorandunderlying causes of data findingsd administrators havhe confidence

in the data to inform institutional quality initiatives. However, the finite resources allocated to this-quality
of-data approach (an assessment practice) should be balanced with those allocated to fostering an
assessment culture (assesstrepirit). Heavy emphasis on quality checks may lead to concerns regarding
facultyintimacywith the data androson of stakeholder trust in dataased institutional initiatives.

Likewise, he distance from which administrators operaty lead facultyd resist administrateled

initiatives they feel are too remote atetached

Quality-of-data as indicators of qualiyf-assessment can be a useful approach to institutions similar to
MWSU as it involves an embedded integrity review of both the assespnoerss and data collection.

Those intending to use this qualitf-data approach should be mindful that quality checks should be
performed by both administrator and faculty groups. Similar to promoting a culture of assessment, it is
crucial to have botperspectives involved in the assessment process in order for it to be successful. The
quality-of-data approach may help to facilitate a cooperative assessment culture where both groups benefi
from working together because they have a common understasfdimg attributes and methods used to
establish integrity, even when resources are limited.
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USING FACTOR ANALYSIS TO TEST A MEASURE OF STUDENT
METACOGNITIVE ABILITY RELATED TO CRITICAL THINKING
AND INTELLECTUAL HUMILITY

By J# Roberts, David E. Wright, and Glenn M. Sanford

Locally-developed measures represent great tools for institutions to use in assessing student outcomes.
Such measures can be easy to administer, can beftagive, and can provide meaningful data for

improving student learning. However, many institutions struggle with questions surrounding the quality of
their locally-developed assessments. Are their instruments reliable? Are their instruments valid? Can the
data generated from these instruments beetust drive change and improvement? The good news for
faculty, staff, and assessment professionals is that there are steps they can take to address these concern
and help to ensure the validity and reliability of their processes. This article desceilney#hopment and
testing of a novel research instrument of stude
metacognition, and intellectual humility. Using a $1,000 assessment grant from Sam Houston State
University (SHSU), Dr. Glenn Sanfd and Dr. David Wright devised the early drafts of the instruments,
collaborated with colleagues, and joined with Mr. Jeff Roberts, Director of Assessment at SHSU, to
develop and to test this new instrument. What follows is a description of the develagrtienresulting
research instrument, results from the factor analysis and reliability testing of that instrument, and an
overview of how those results have been used to make further instrument improvements.

Metacognition, Intellectual Humility, and Crit ical Thinking

Ensuring that your assessment measures are solidly grounded in theory is important step that can help
address many questions regarding your instrumen
Sanford ensured that the basis faitmew instrument was wedfrounded in research around critical

thinking, intellectual humility, and metacognition. By grounding the instrument in theory, Wright and
Sanford helped to improve the construct validity of their instrument (Johnson & Cleist@04.2). Skill

in critical thinking requires a variety of competencies, not least of which includes metacognition about
oneds knowledge and abilities as a critical thi
(Missimer, 1990; 1995) olosne combination of skill and dispositions (Ennis, 2015), adept critical thinking
requires students to possess a keen awareness of their cognitive strengths and weaknesses. In short, goo
critical thinkers know what they know as well as what they do noheBang similar might be said about
intellectually humble thinkers: they do not overestimate their knowledge and cognitive skills.

Recent research has explored the connections between the nature of intellectual humility and its relation tc
metacognition Church & Samuelson, 2017), but less attention has been given to the intersections of
intellectual humility, metacognition, and critical thinking. Kruger and Dunning (1999) discussed how those
who were least skilled in various intellectual domains werealsavare of their lack of skill. Moreover,

the same research suggests that those who are among the most competent at a particular skill slightly
underestimate their competence (Kruger & Dunning, 1999). This effect, commonly known as the Bunning
Kruger effect, has been observed across intellectual domains including logical reasoning, memory, and
interviewing skills (Dunning, 2005; Ehrlinger, Johnson, Banner, Dunning, & Kruger, 2007). The Dunning
Kruger effect has not been widely tested with respect toairttiinking skills, although there have been

some preliminary efforts in this direction (Bensley et al., 2016; Bensley & Spero, 2014; Ku & Ho, 2010;
Magno 2010).



Development of the Original Instrument

A $1,000 assessment grant from the Office of Acadetaicrihg and Assessment at SHSU was crucial for
developing the draft instrument. The grant provided resources to host luncheons where the philosophy
faculty critiqued early versions of the questions in order to align them with the concepts tested oashe Tex
Assessment of Critical Thinking Skills (TACTS).
conference to share early thoughts and get feedback from other experts in the field. The questions were
then submitted to Kathryn Wright, a comims instructor at SHSU, who offered further suggestions on
improving question wording to ensure that students could understand what was being asked without loss t
necessary theoretical complexity. Each of these steps helped improve both the coonsingon(and
Christensen, 2012) and content (Banta & Palomba, 2015) validity of the instrument, which serves as an
important mark of quality for an assessment measure.

Prior to the start of this project all Critical Thinking courses at SHSU were alreadypseipost

administrations of the TACTS, a 35 question validated critical thinking test (Fair, Miller, Muehsam, &
McCoy, 2010), for annual programmatic assessment. To test for the Dikmiger effect, students were
asked to estimate the number of TACTi®stions they answered correctly (out of 35), give a percentile
estimate of how their score compared with their peers who took the TACTS test in that se$6@n (1

and give a percentile estimate of how their score compared with all students who Haéezvéne

TACTS test. As with previous research on the Duningger effect, this provided a way to compare
studentsdé predicted and actual competences rela

The DunningKrugerrelated metacognitive questions only evaluate studenta b i | i ty t o post
and make peer comparisons. Though important, metacognition about critical thinking involves the thinker
being aware of many other aspects of their thinking including, but not limited to, their ability to recognize
informd fallacies, to identify logical relationships between pieces of information, and to distinguish
between causal relationships and mere correlations. To create a measure of these abilities, Sanford and
Wright analyzed the TACTS in terms of which particudgtical thinking skills were involved in correctly
answering individual questions. Subsequently, they investigated the alignment between TACTS questions
and the skills SHSU professors focused on in their Critical Thinking courses. Ultimately, twelvevekél
identified. Sanford and Wright then devised questions aimed at describing the relevant skills in ways that
students new to critical thinking could comprehend, since the questions were to be used in conjunction witl
the existing TACTS instrument. Tee represented important steps to help ensure the content validity of the
instrument (Banta & Palomba, 2015).

Reviewing recent studies of intellectual humility, the two Sanford and Wright found provided the best
framework were Roberts and Wood (2007) andtédmb, Battaly, Baehr, and Howa8ynder (2015).

Roberts and Wood (2007) argued that the intellectually humble person pursues knowledge and wisdom
while avoiding vanity and arrogance. Whitcomb et al. (2015) identified intellectual humility as being when
someone is aware of their epistemic shortcomings and adopts appropriate attitudes and behaviors regardil
these shortcomings (e.g., avoiding anger when s
cognitive error). Rather than choosing betweenghe® competing accounts, Sanford and Wright viewed
both accounts as containing key insights into the nature of intellectual humility and developed a series of
guestions reflecting both theories.

Methods of Instrument Testing

Following the development of the original instrument, Sanford and Wright partnered with Roberts to
develop a plan for further testing and research. The researchers had designed each of the 21 questions
included within the instrument in such a way that teegyected to fall within one of those two expected
factors; however, as the instrument was locdyeloped and unvalidated, further testing was needed to



confirm our expectations. Therefore, a restricted factor analysis was used to confirm the prfabence o

two hypothetical factors included within the instrument staylent metacognitive ability related to critical
thinking and (b)student intellectual humilitygndto determine the relative fit of each of the instruments
guestions within thesetwodat or s. According to Johnson and Chr i
useful technique for examining the internal str
then calculated to determine the reliability of the identified factotstal of 259 students, from the fall

2016 and spring 2017 semesters, were included in this analysis.

Findings

A varimax factor analysis was conducted using IBM SPSS Statistics v. 22 to determine whether the two
potential factors within the instrument éamet the eigenvalugreatesthanonerule (Kaiser, 1958). This

also allowed for the researchers to determine the relative fit of each question within the two factors by
determining whether each met the recommended correlational cutoff of .3 (LamberagdDL®75).
Questions 413 all met the required cutoff for inclusion within the potential fact@twdent metacognitive
ability related to critical thinkingwhile Questions 121 all met the required cutoff for inclusion within

the potential factor astudent intellectual humilityReaders are directed to Table 1 for the factor loadings

for each of the test items. Of the 21 questions
found out that | was very tthewewommanded cutoff df i3 forarclusiorh i n
within either factor (Lambert & Durand, 1975).

Table 1

Factor Analysis of Student Assessment of Metacognitive Ability Relating to Critical Thinking and
Intellectual Humility

Question Number  StudenMetacognitive Ability Related f Student Intellectual Humility
Critical Thinking
Question 1 .87 .20
Question 2 .83 22
Question 3 .85 .18
Question 4 .79 .06
Question 5 .85 .18
Question 6 .66 -14
Question 7 .83 -.00
Question 8 .81 .08
Question 9 54 -11
Question 10 T7 -.03
Question 11 .84 .18
Question 12 .70 .19
Question 13 .78 .20
Question 14 -17 -.00
Question 15 -.01 75
Question 16 -.10 .63
Question 17 .28 .60
Question 18 45 .64
Question 19 22 a7
Question 20 .03 72

Question21 -.07 72




Following this initial factor analysis, internal consistency analyses were conducted of the thirteen question:s
(i.e., questions-13) identified as being potentially part of the first facgtudent metacognitive ability

related to critical thinkingand of the seven questions (i.e., question1pidentified as being potentially

part of the second factastudent intellectual humilityThe questions included within both factors were

determhed to be internally consistent (i.e., relia
coefficient alpha (Nunnally, Is@ded netacopritige akilityo n b a c
related to critical thinkingvas . 95, i ndicating excellent intern.

alpha forstudent intellectual humility wa83, indicating good internal reliability.

For each question, the students were asked to rate their level of agreement ysiig dikert scale, with

1 equaling AStrongly Agreeo and 5 equaling AStr
guestions 413 were reverse scored so that a higher question score would indicate greater confidence with
that particular criticathinking skill. Questions 121 were written in such a way that the higher the student
score already indicated a greater level of intellectual humility without the need for reverse scoring. Readers
are directed to Tables 2 and 3 for descriptive statiiicthe questions comprising both factors.

Table 2

Descriptive Statistics for Questions ldentified WitBindent Metacognitive Ability Related to Critical
Thinking Factor

Question Number m SD
Question 1 3.46 1.34
Question 2 3.50 1.30
Question 3 3.43 1.34
Question 4 3.35 1.14
Question 5 3.39 1.23
Question 6 3.23 1.11
Question 7 3.31 1.13
Question 8 3.36 1.17
Question 9 3.02 1.04
Question 10 3.14 1.14
Question 11 3.45 1.28
Question 12 3.46 1.27
Question 13 3.49 1.38

Note.The number of students who completed this instrument was 242.



Table 3

Descriptive Statistics for Questions Identified WitBimdent Intellectual Humility Factor

Question Number m SD
Question 15 3.15 1.37
Question 16 3.18 1.16
Question 17 3.44 1.44
Question 18 3.56 1.50
Question 19 3.20 1.26
Question 20 3.17 1.34
Question 21 3.10 1.27

Note The number of students who completed this instrument was 255.
Discussion

The findings from both the confirmatory factory analysis and internal consistency analyses have proved
very useful as we have moved forward with the research using this instrument. First, it confirmed the
existence of the two factorstudent metacognitivability related to critical thinkingandstudent

intellectual humility within the instrument. It also helped identify that question 14, which had originally
been designed to fit within ttetudent intellectual humilitfactor, was actually an outlier thaeeded to be
removed from further analysis. Finally, the positive findings from the internal consistency analysis has
given us confidence to combine the student scores within each factor to form reliable scale scores that car
then be used for further msrch.

The results have also helped us improve the quality of the instrument. Sanford and Wright were surprised
that question 14 did not fit into tletudent intellectual humilitfactor and debated whether to drop the
guestion, modify the question, or adither questions related to the concept purportedly being tested by the
guestion. Ultimately, it was decided that the question should be modified for the next version of the
instrument. Because question 14 seemed to be asking about an important paltecfuat humility, our
objective in modifying the question is to determine whether this was an issue with our question, the
underlying conception of intellectual humility, or some combination of both. The other major change to the
instrument was to striput all of the questions from the TACTS that were not directly linked to questions

in the metacognitive instrument (with permission from its original authors). This allowed for the creation of
a single instrument with a much shorter administration time saould help to remove noise in the-pre

post analysis going forward caused by students answering questions that were not related to the course
content.

Conclusion

This article has attempted to show how quality of assessment questions can, in partebedamgw

examining instrument reliability and validity. Easy steps for ensuring instrument validity include solidly
grounding the instrument in theory (i.e., construct validity; Johnson & Christensen, 2012), and making sure
that the design and content oétimstrument clearly match to your expected student learning outcomes



(i.e., content validity, Banta & Palomba, 2015). Something as simple as a factor analysis can help inform
whether your instrument is, in fact, measuring what it is supposed to meastinerfrore, internal

consistency analysis can then tell you if your instruments are providing reliable data. When combined,
these reliability and validity efforts can help address many questions surrounding the quality of an

i nstituti on 0 ses patewadysviten those measuresmere locklyeloped and were

previously untested. Faculty, staff, and assessment professionals should all be encouraged to explore suc
efforts with their own assessment activities.
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HOW DO PROS AT LARGE, DECENTRALIZED INSTITUTIONS
MANAGE OUTCOMES DATA?

Josie Welshinterviewer

How do assessment professionals at large institutions manage outcomes data in a highly decentralized
context, and how do leaders at these institutions manage cooeerrdata quality?

| interviewed two professionals with substantive experience by phone and $tpiien Hundleyis

Senior Advisor to the Chancellor for Planning and Institutional Improvement and Professor of
Organizational Leadership at Indiana Unaigi® Purdue University Indianapolis (IUPUKeston

Fulcher is Executive Director of the Center for Assessment and Research Studies at James Madison
University (JMU), Harrisonburg, Virginia.

How many programs does your institution offer? Approximately howvany outcomes get assessed each
year?

Hundley: IUPUI offers 350 undergraduate, graduate, and professional programs from Indiana University
and Purdue UniversityVe have 18 degregranting schools and 30,000 stude®sme schools or

programs choose@yclical approach of assessindor example, three program learning outcomes each
year for three years or three programs per year for five y@#rers assess annually but may address only
a few program or strategic priorities in a given year

Fulcher: J MU assessment office serves our Quality Enhancement Plan (ethical reasoning), five general
education areas and approximately 120 academic degree programs and certificate prégralstsserve
several dozen student affairs prografitee number of stuahé learning outcomes vary across these ~150
Aunitso but i Andtmpstof ihesé units asaekscall shidedrfing outcomes every year.

What are typical sample sizes for programs?

Hundley: Because of the programmatic diversity aletentralized nature of our culture and structure,
assessmesrelated sample sizes for programs vary considerably.

Fulcher: With respect to general education outcomes, we assess all incoming freshmen and then assess
these same students again about tvarg/éater Students are randomly assigned to assessment room based
on their student id numbersach room haa different battery of assessment measures that students take.
This process allows us to gather large, representative-adhlied samples from 2@ 1,000 students on

most general education student learning outcomes.

How many of those outcomes are assessed using measurement standards, versus the more casual
standards common in assessmem/hat's the difference in how they are used?

Hundley: IUPUI facultyuse multiple sources of evidence to assess student learning directly (e.qg.,
embedded authentic course assessmerntgiples of Undergraduate Learniegaluation, electronic
portfolios, disciplinebased standardized tests and licensure examshdmedatly (e.g., through surveys of
practicum or clinical supervisors, internship directors, and students themsBtegsams use disciplinary
norms in their assessment approacBeawing on information from the Program Review and Assessment
Committee PRAC) assessment repontge produce an annual Assessment of Student Learning at IUPUI
Report, which provides a comprehensive look at assessment andemra efforts institutionvide.



Fulcher: Relatively speaking, our general education tests andcdiétion processes meet high
measurement standard¥e often spend a year or two developing an instrument before it is used officially.
There is more variability in the assessment processes for academic degree and student affairs programs;
some processese very strong from a measurement standaedspectivebut others are not as well
developed.

Describe how a reliability/validity effort typically happens. Who leads it? What does that result in?

Hundley: IUPUI hasdistributed leadership for assessmaerioss campugand reliability/validity efforts

are embedded in assessmexated professional development programs and resources around caompus.
example, CTL and IRDS both offer walttended regular workshops on teaching, learning, assessment,

and ug of data for decisiema ki ng. Further more, the adoption of
written communication, quantitative reasoning, and critical thinking skills has been encouraged; to date, 1F
IUPUI faculty have been trained by AAC&U staff teauthe rubricsWe also are involved in a number of

other national assessmeetated efforts (e.g., DQP; Tuning).

Fulcher: At IMU the validation process of test scores starts with content experts (CE) and assessment
expertgAE). CEs, in great detaifrticulate what a student should know, think, or do as a function of a
program.AEs often push the content experts for more defaite the student learning outcomes are

clearly defined, the AEs often hold item writing workshops. CEs then write itemagddatk to the

student learning outcomds$the assessment instrument is a rubric, the CEs and AEs work collaboratively
to build out the rubric criteria and behavioral anchors so they are consistent with theNStehat up

through this part of the pecess, there are no fancy analySdee effort is spent on the collaboration

between CEs and AEs, and the alignment between assessment instrumentation and the student learning
outcomes. After a prototype instrument has been designed then it is pilotedAfysihe AEs will then
analyze the pilot data and i n\C&sateibrguattiato éxdimene ttiea t a
Abado items and hel p deci deTherext eetsiontobthemstrdmehtys a n d
typically deemed wdhy enough to go live. We also examine how test scores relate to course exposure,
course grades, and other testing data. If the data behave in theoretically predicted ways, this adds additior
validity evidence. Note that this resource consuming prosasserved for programs with the widest reach
(most often general education).

When making inferences, does data quality play a role? How?

Hundley: While the collected data themselves are importhAetmost crucial part of tressessment and
improvement process is the conversations about and actions taken in response toAhbaladh.the
department does not aim for research publicaterl statistical validity in its assessment data collection,
the careful and systematmalysis of the data in light stipplemental evidendefor example, whether the
instructor has concerns about student performance on any outcome in his or her class; whether or not thos
concerns are evident in the collected data; or whether students teeidorm well or poorly in subsequent
classes that depend on a particular outcome or performance indipataide some confidence that any
actions taken in response to assessment findings are motivated by true areas of concern and not just an
outlierinthedatawhen t here i s a strong mismatch bet ween
actually collected, the assessment process itselfasakiated and refined to help ensure that collected

data truly are valid and meaningful.



Fulcher: Absolutely. | have never presented results to faculty and not had to field legitimate questions
about the trustworthiness of the ddfd.can provide reasonable support for the veracity of the assessment
evidence, then the conversation can transitionferénces about the progratihnot, the conversation
devolves into a diatribe about worthless data.

What do you see as the major similarities and/or differences between assessment and research?

Hundley: Good assessment and good research do share som@galities, in that each strives to use
methods and approaches that are designed to enhance our understanding of a givenAsteggment

tends to be focused on student learning or development taking place in a given program orTdostext.

tends to mke assessment more local and practical in neforeall of the reasons described in other
guestions, assessment may be viewed as differently rigorous as research studies, and given the purposes
assessment, this is entirely appropri&esearch studs usually have the goal of contributing to the body

of knowledge and may be designed to yield generalizable conclusions.

Fulcher:l 6ve heard people make distinctions between
good assessment be badearch? n my o p iTat saichit isidiffioult 8r eveimpossible to

achieve true experimental designs in higher education assessment. Random assignment to conditions, for
example, is often either unethical, logistically unfeasible, or bétletheless, we can aspire to strong
guastexperimental designs and data analytic processes like propscsigy matching to mitigate some

design problems.

What quality-of-assessment standards should peer reviewers for regional accreditors apply when
assessig assessment findings?

Hundley: Accreditors, perhaps rightfully so, tend to be more interested in the processes and what an
institution is doing with its result$élopefully, the standards themselves are being refined periodically to
incorporate best praces in assessment, and peer reviewers are being trained to evaluate an institution
against those continuaihefined standards.

Fulcher: Few universities if any have the resources to conduct professjoakty assessment for every
student learning oabme for every program. Nevertheless, they should spend the resources to have
reasonable quality assessment particularly with large scale or high stakes prégraexampleif all

students are expected to learn critical thinking skills at an institutiols h ofaclltgd amddther
stakeholderbaveaccessto el at i vel y accur at e iskilsAtarbare mivimumy e g a
any program should be able to make the argument that they have been thoughtful about the alignment of
their studentearning outcomes, their curriculum, and their assessment processes.

What quality-of-assessment standards should peer reviewers for assessment journals apply when
assessing assessment findings?

Hundley: The purpose and audience of the assessment joulhkdrgely determine the approach that
reviewers usen Assessment Updatee tend to look for timely, wellritten, and practical case studies

and advice on how assessment in practice occurs and is used to make improvements in various program
and institwional typesln more researchriented publications, reviewers may seek study designs that
inform an understanding of measurement, incorporate appropriate disciplinary theories or models, and
contribute to the Scholarship of Teaching and Learning.



Fulcher: Relatively speaking, they should be higher than the general standards for regional accreditation.
In many assessment articles, the point is to investigate the efficacy of a préggfrom that article,
readers should be able to make an informedsastwhether this program may be effective at his or her

own institution.

Josie Welsh i®irector of Institutional Effectiveness at Missouri Southern State University. She can be
reached atVelshJ@mssu.edu
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Jonathan Keiser, Interviewer

Based on your experiences, what are effective practices for promoting an institutional eutitir
assessment and learning?

Il think about these kinds of iIissues every day a
and Colleges Senior College and University Commission] mission and priorities, and much of my work is
focused on developg and offering programming that provides institutional assistance for developing a
culture of learning and assessment. | have found institutions that approach student learning in an integrate
and holistic way tend to have a stronger culture of learmidgagsessment, because it permeates their
institutional practices and policies. WASC offers a variety of programming
(https://www.wscuc.org/educationptograms that assists institutions with thesfforts. For instance, our
workshop,The Learning Institution: Aligning and Integrating Practices to Support Qudléips

educators of all kinds within an institution to focus inward through reflective strategies to better understand
what the institutin is doing and use what they learn to improve experiences for students. | think many
institutions that have a mature culture of learning and assessment have figured out how to operationalize &
convergence model of leadership where administration, fagnttystaff demonstrate a shared

responsibility and accountability for assessing and improving student learning. The cycle of collecting,
analyzing and utilizing data on student learning is well integrated throughout all parts of the institution and
discusang evidence and data is a routine practice.

From a Commi ssionds perspective, what are commo
designing and implementing assessment practices? How can institutions leverage accreditation agencies
to assist with over@ming these obstacles?

Probably the most common obstacle is approaching assessment of student learning from only a complianc
perspective. Focusing on compliance misses the point and can counter the intent of accrediting standards
and criteria. | have nated that institutions that have well defined priorities and design assessment
practices that are aligned to these priorities, and spend time considering how their institutional culture
drives assessment practices are less likely to encounter obstad#satively understanding student

learning and development. This is particularly true for institutions that do not couple assessing learning
only with accreditation reporting and timelines. Accreditation efforts heat up around the time an institution
is preparing for reaffirmation, which can create competition for resources (e.g., time, budget, staff) with
other institutional initiatives. If an institution does not have well established and longstanding assessment
practices, assessment efforts might be aeting for time and energy that is also being directed toward
reaffirmation. The best way to avoid this probl
solely by external prompts such as an upcoming reaccreditation visit and use studemg éssessment to

drive internal improvements as part of an ongoing effort that has momentum independent of external
drivers and prompts. This mission of the institution should drive efforts to understand, confirm, and
improve student learning and devefeent and serves as the touchstone for prioritizing the work.


https://www.wscuc.org/educational-programs

What advice would you offer to people tasked with coordinating and writing the assessment section of a
Self-Study report?

This is a common question that many people ask who find themsedvesiien g t hei r 1 nstit
reaffirmation efforts. Building a coalition across the institution that is grounded in collaborative processes
that provides enough time for iterative feedback and review helps mobilize the institution as whole, and
takes the bureh off a single person tasked with writing and coordinating the assessment section-of a self
study report. This reminds me of a characteriza
subtle process of mutual influence fusing thought, feelind,aation. It produces cooperative effort in the
services of purposes embraced by both | eader an
student learning wants to establish collaborative processes that bridge faculty insights and disciplinary
knowl edge with administrative support. These so
single meeting; rather they are collaborative processes requiring ongoing communication that fosters a
shared responsibility for assessing, impngvand reporting on student learning. There should be frequent
conversations centered on data about students and their learning.

Is there an intrinsic tension betweeimproving student learning ancproving students learn at an
institution? If so, do you lave any advice for institutions struggling with this tension?

Al mproving | earningo versus fAproving |l earningo
when there are groups of people with different priorities discussing what, howhgngdenassess student
learning. Samuel Hope, Executive Director Emeritus of the National Association of Schools of Theatre and
Music, is a brilliant thinker who recognized this tension and describeddaede assessment efforts as
operating from a rhetariof permanent accusation. This concept is powerful, and worth considering
because assessment results can easily appear to be reductionist and framed by a deficit mindset rather th:
a means to understands the nature of student learning in an efforréwéntgaching and learning.

Engaging faculty in nuanced conversations about student learning that posits a shared responsibility for
learning among students, teachers, administrators and the institution as whole can move from a rhetoric of
accusation to anof understanding and improvement. Approaching learning and assessment conversations
from a strengths mindset with a focus on improving learning while recognizing disciplinary expertise can
help avoid or at least diminish this tension.

Can you discuss how your organization trains peer reviewers regarding how to understand and evaluate
an institutionds assessment efforts?

|l 6m gl ad you asked this question. We are F@&vVvi si
face, hybid, and online components that leverage a learning management system so the structure and
interface should be familiar to many faculty and administrators. WASC is investing in programming to
assist intuitions with improving educational quality and peeewesr training focused on assessing and
improving educational quality. We also sponsor the Assessment Leadership Academgantiil
professional development training program that
trained in a vasaty of best practices for assessing student learning recognizing the unique mission of many
institutionsi and they poised to be excellent peer reviewers. We have also convened a Community of
Practice with funding from a Lumina Foundation grant that i®lbging greater institutional capacity for
assessment practices and increasing the visibility of student learning outcomes assessment and student
achievement in the overall accreditation process. The Community of Practice is helping us demonstrate
how assssing student learning and achievement is critical to internal constituents (faculty, administrators,
peer reviewers) focused on improving educational quality and external constituents such as policy makers
interested in understating the value of higharcadion. All of these efforts are designed to ensure that



WASCOs peer reviewer training centers on instit
myriad unigue institutional types and cultures in our region.

What are some common misconceptidanstitutions have regarding reporting on assessment of student
learning and accreditation expectations?

I think one of the misconceptions is failing to account for a variety of assessment reportinginéedss n o |
always a one size fits all model. Diféat disciplines may require different epistemological lenses because
they value different types of knowledge and knowing; Art History faculty might want to use a methodology
and reporting structure that looks very different than an Economics facultysbecaut hey 6r e tr yi
understand student learning from different perspectives.

A similar misconception is approaching assessment by trying to address only what the accreditor wants
rather than what i s meani ngf uloa stunenfasking) whatylo |meed t
to know for the test? It should be more about what an institution needs to know about its students and theil
learning in order to celebrate successes and improve curriculum and instruction as necessary. Accreditatic
isa peer based quality assurance system, and the
approach to assessment. There is no Auso and nt
emerge, are applied, and are interpreted by peers ingherfeducation community.

Do you foresee any regulatory changes that will impact institutional assessment efforts?

That s a good question, but difficult to answer
predict the trajectory thingsill take as the process of reauthorizing the Higher Education Act develops.

The best way to insulate your college from regulatory change is to make assessment an institutional
priority. I f assessing | earniumrge,i si tpadde sorfdtt hneat
shift between process or outconiesither way, the institution is systemically collecting, analyzing,
interpreting, reporting and most importantly using data on student learning.

What other thoughts or suggestions wid you like to share with our readers?

Wel | Il 6m starting to think about assessment in
Assessment can foreground broader work for institutional improvement because it privileges learning at th
center of the effort. When reflectiob@ut student learning becomes an intentional institutional practice it

can integrated functional areas. Assessment can get people in Academic Affairs and Student Affairs
collaborating and contributing to common goals so there is a true sense of shaveslibdip for
studentsé and their | earning. This is something
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Jonathan Keiser is Dapy Provost of Academic and Student Affairs at City Colleges of Chicago. He can
be reached at jkeiser@ccc.edu.
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