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As the pace of technological change accelerates, the law 
is struggling to catch up. What happens to individual privacy 
in a world where so much data has been collected that our 
‘secrets’ are mostly known? Who will be held responsible for 
civil rights violations committed by machines? How must our 
courts adapt when more and more lawsuits will challenge these 
algorithmic decisions?

These are the questions this author team has been confront-
ing on a daily basis as the leaders, employees, and interns at the 
Institute for Digital Humanity (IDH), a non-partisan, student-
run digital ethics think tank based in downtown Minneapolis. 
Born at North Central University—a Christian college that 
gained international fame as the host site of the George Floyd 
Memorial—the IDH has, in four short years, done the politi-
cally impossible: bringing together a diverse and cross-cultural 
coalition of academics, advocates, lawyers, and educators to 
fight together for a just, sane, and equitable post-digital world. 
Using our proven and peer-reviewed methodologies—to teach, 
consult, and program the legal complexities of privacy, algo-

rithmic discrimination, and disinformation—the IDH and 
its partners (including the ACLU, Anti-Defamation League, 
Civic Nebraska, Indiana University, and the Netflix Coded Bias 
documentary team)—have launched successful K-12 and under-
graduate curricula, aided in the successful banning of racist facial 
recognition technology in Minneapolis, and are currently work-
ing with the ADL, the ACLU, and a variety of other partners 
on projects related to digital and data science ethics.2  

What is striking to us, however, is how many members of 
the legal community still lack a foundational understanding 
of the legal dangers and constitutional questions of our post-
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digital moment.  For the uninitiated, this article—written with 
our 2022 summer interns at Creighton University—serves as a 
primer on algorithmic bias and misuse, and as an invitation, as 
always, to partner with the IDH to fight for the civil rights of all 
citizens during this critical technological sea change.

Rethinking Privacy in the Era of Big Data
In 1890, Samuel D. Warren and Louis D. Brandeis present-

ed a compelling case for a right to privacy, providing a short-
hand definition of the concept as the “right to be let alone.”3  
In the view of Warren and Brandeis, this right revolved around 
an individual’s choice to determine which parts of themselves 
were shared with the world through publication or other com-
munication. In the post-digital society we currently reside in, 
such a notion has become increasingly quaint. Pandora cannot 
be put back in the box, and individuals are permitted very few, 
if any, secrets. Companies and governments—hypothetically 
and often literally—track our every digital purchase, search, 
social media post, phone call, email, and text message. Even 
when a phone or mobile device is not being used, the device 
and its applications are often still tracking our movements and 
locations.4  The rate of data collection, along with data storage 
potential, continually grows at an exponential rate. Even more 
concerning, these records can be stored and potentially used 
against a citizen’s interests indefinitely.5  

This is, of course, a privacy crisis of unparalleled propor-
tions.  And, as the Supreme Court has noted—most notably in 
U.S. v. Jones—until our citizens begin to assert what we believe 
our new rights, duties, and obligations are in an era where 
we have access to some much previously private and personal 
information, our Constitutional and legal safeguards are in 
jeopardy.   The U.S. Supreme Court has held that when weigh-
ing the Constitutional guarantee of a “reasonable expectation of 
privacy,” a judge’s decision can no longer rest upon: 

the assumption that this hypothetical reasonable 
person has a well-developed and stable set of 
privacy expectations. But technology can change 
those expectations. Dramatic technological change 
may lead to periods in which popular expectations 
are in flux and may ultimately produce significant 
changes in popular attitudes. New technology may 
provide increased convenience or security at the 
expense of privacy, and many people may find the 
tradeoff worthwhile. And even if the public does 
not welcome the diminution of privacy that new 
technology entails, they may eventually reconcile 
themselves to this development as inevitable.6 

So what does this mean, practically, in terms of privacy and 
our legal rights?  To better understand these magnitudes and 
risks, let’s quickly turn to a particular area of IDH research: 
student data privacy.
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is radically re-contextualized and algorithmically calculated by—
to name just a few obvious examples—future schools, employers, 
retail companies, political advertisers, and police departments?   
(The state of U.S. privacy law remains in flux, with states such 
as California trying to go it alone with laws like the California 
Consumer Privacy Act (CCPA) and, to date, the U.S. has yet 
to pass any comprehensive laws regarding privacy similar to 
Europe’s General Data Protection Regulation (GDPR).)  

The notion of privacy as secrecy no longer meaningfully 
exists. As Justice Alito argued in U.S. v. Jones, if “an individual 
has no reasonable expectation of privacy in information vol-
untarily disclosed to third parties,” and almost all information 
about us is known or discernible, then privacy, as a legally 
protected concept, ceases to meaningfully exist. (“I would 
not assume that all information voluntarily disclosed to some 
member of the public for a limited purpose is, for that reason 
alone, disentitled to Fourth Amendment protection.”8) The 
modern right to privacy will need to shift from a focus on “what 
is shared”—by acknowledging the reality that most informa-
tion about us has already been collected—to a paradigm that 
asks “whether, when, and how” information about us can be 
used to form judgments and make decisions about and against 
an individual. How was the information about the individual 
obtained? How old was the person at the time of the alleged 
misdeed? What were the circumstances surrounding it? Even 

Elementary schools and universities alike are turning to 
new technologies to assist in education. (In a post-COVID 
world, nearly every student in America has been in an online 
class or taken a virtual test with a virtual proctor.) However, 
in the push to keep up with a rapidly evolving technological 
landscape, the students’ right to privacy seems to be dwindling.  
Or as Joel Reidenberg, the then-director of the Center on Law 
and Information Policy at Fordham Law School, described the 
information collected on a student through graduate school: 
“Just think George Orwell and take it to the nth degree. 
We’re in an environment of surveillance, essentially. It will be 
an extraordinarily rich data set of your life.”7  In educational 
spheres where student data is vacuumed up at an alarming 
rate—faces, voices, search histories, online shopping carts, 
location data, and more—consent becomes a troubling con-
cept: Students are left with no choice but to allow this data to 
be collected as a condition for participation in education, with 
FERPA guidelines being undermined by behind-the-scenes 
data harvesting. This makes the push to answer fundamental 
questions about privacy as a civil rights issue even more urgent. 
We as a society need to figure out what lines need to be drawn 
about how student data may be used.

Which returns us to the larger ethical, legal, and program-
ming challenge facing Americans: How do you carve out a 
“private” space for your identity when “how” you present yourself 
(via social media, search engines, browser clicks, and purchases) 
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(i.e., algorithmic error rates); fail to understand the “intersec-
tional” nature of our fellow citizen’s identities (i.e., algorithmic 
discrimination); unjustly use prior data to re-reinforce old stereo-
types and systemic disadvantages (i.e., Algorithmic Jim Crow); 
or fail to holistically judge and evaluate an individual and their 
circumstances (as employees, defendants, patients, and suspects).  

A quick sampling of recent algorithmic injustice instances 
highlights this growing problem.  In terms of algorithmic error 
rates, Bank of America was recently fined $225 million dollars 
and ordered to offer redress which could amount to millions 
more for a fraud detection algorithm that lacked human over-
sight.12  The U.S. Department of Justice recently settled a case 
against Meta Platforms (formerly Facebook) for allowing fea-
tures in its advertising business to discriminate against groups 
protected by federal civil rights laws.13  The Correctional 
Offender Management Profiling for Alternative Sanctions 
(COMPAS) algorithm is used to predict the likelihood of a 
criminal defendant’s recidivism.14  COMPAS predicted twice 
as many false positives for recidivism for Black offenders (45%) 
than for white offenders (23%).  

Another issue with algorithmic decision making is that the 
algorithms are trained on flawed datasets. Algorithms are asked 
to predict the future based on the past. It should come as no 
surprise that a lot of racial, gender, and other biases are built 
into historical datasets. The use of these biased datasets is also 
called coding bias, and if left uncorrected, reinforces decades of 
marginalization and discrimination. When facial recognition 
programs often struggle to ‘see’ darker skin, how can their use be 
trusted in the hiring or interview process?15  An algorithm used 
to find more “high quality” or “successful” job candidates runs 
the risk of using a company’s hiring history to overlook qualified 
candidates who belong to historically marginalized groups.16 

In addition to demanding transparency in the algorithmic 
process, human actors are needed to evaluate and revise automat-
ed decisions in essential spheres of human life. (Although, even 
with human oversight, we can still trust the machines too much. 
In 2021, researchers from the University of Georgia found that 
humans trust algorithms more than they trust other humans.17) 
What follows, for further thought and discussion, are some quick 
primers on how algorithmic bias is already happening.

Algorithms Making Policing Decisions
Predictive policing systems use data about where crimes 

have occurred in the past to predict how to deploy police forces. 
Many police departments use predictive policing algorithms 
to predict where crime is likely to occur. The technology 
surrounding predictive policing labels certain neighborhoods 
as “hotspots” or red zones.  However, these neighborhoods 
are typically minority neighborhoods that are already subject 
to unwarranted and heavy police presence. The data fed to 
predictive policing algorithms is inevitably influenced by past 

Hester Prynne was able to earn back the respect of her com-
munity.9  The notion of a statute of limitations on shunning, 
shaming, or cancellation should also be explored. In our view, 
we must create—in the U.S. and perhaps the world at large—a 
clear and unifying version of the right to be forgotten.10  As a 
society, we must build a collective post-digital ethos around 
privacy, and these new standards and community norms must 
include such quaint but critical notions as understanding, for-
giveness, and grace.  

The Challenges of Algorithmic Decision 
Making

An increasing number of the decisions once made by 
humans are now made by algorithms, which are automated 
processes used by computers.  In terms of information and dis-
information, this algorithmic gerrymandering determines what 
news, stories, advertisements, products, and political discourse 
we see online. In short, these algorithms can and do create our 
reality.  (They put us into “filter bubbles” and create our current 
partisan divisions.  This is why the IDH “bursts the bubble” by 
partnering with people and organizations on both sides of the 
informational divide.)11  More precariously—because they are 
often invisible—these algorithms (which are, by default and 
design, often highly inaccurate and discriminatory) are increas-
ingly used by prospective employers, landlords, businesses, 
health providers, police, schools, and government agencies.  

The systems we have put in place to guarantee civil rights 
are premised on human actors making decisions that affect 
people. In post-digital America, regulations and Constitutional 
precedent are still in the early stages of determining how to 
enforce civil rights laws on computer processes.   And though 
the IDH focuses on algorithmic justice more broadly by look-
ing not just at racial, gender, and disability discrimination by 
computer code, but also how known “error rates” wreak havoc 
on people’s lives, it is essential that the legal community under-
stand that a system of technological discrimination (called, 
not hyperbolically, “Algorithmic Jim Crow” by Margaret Hu 
Professor of Law and Director of the Digital Democracy Lab 
at William & Mary Law School) is already underway.  We will 
start with a general overview of algorithmic discrimination and 
how it happens, then explore relevant case studies where our 
technological civil rights are in true jeopardy: predictive polic-
ing, automated health care, employment AI, and the courts.

Algorithmic Bias 101
People too often treat algorithms like calculators and their 

decisions like solutions to math problems. When a machine is 
tasked with something objective like adding two numbers, we 
can reliably trust and use the answers it produces. However, in 
the post-digital world, machines are often tasked with complex 
decision making that simply cannot be reduced to binary code 
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been a tool for the Chicago police department to target indi-
viduals who have not yet committed a crime.23  These are just 
a couple of examples of how dangerous and unconstitutional 
predictive policing tactics can be. 

Algorithms Making Health Care 
Decisions

Access to healthcare is a fundamental, and often life or 
death, human need.  And yet, the same issues that plague 
algorithmic decision making in other contexts—error rates, 
systemic discrimination, re-purposing old data sets that have 
already failed a generation of marginalized citizens, and a lack 
of holistic understanding by the machine—are now emerging 
in health care contexts as doctors and hospitals increasingly 
turn to automated diagnostic and treatment protocols.24 

Racial biases in health care, both before and after algo-
rithms, illuminate these issues.  One of the most infamous 
examples of racism in medicine involved the Tuskegee Study, 
where a group of Black sharecroppers were denied informed 
consent and misled about the purpose of a study they par-
ticipated in about as they participated in a study on untreated 
syphilis.25  Even more tragically, once penicillin was found to 
cure syphilis, the study’s participants were neither offered treat-
ment nor were they told about the development of penicillin 
as a cure.  

issues with racist officers, practices, and— in some cases—even 
departments, meaning that officers and departments with good 
intentions often become unwitting instruments of racism and 
bias.18  A predictive policing algorithm may send officers to a 
predominantly Black neighborhood expecting to find trouble 
simply because of past racism that was, over time, incorporated  
into the department’s policing practices. 

Predictive policing algorithms can simply validate or 
amplify human biases and make it easier for law enforcement 
to reach reasonable suspicion standards, therefore justifying 
more police stops and harassment.19  Their use also begs the 
question: Is being labeled a high-risk individual by an algo-
rithm enough to justify police surveillance? Predictive policing 
programs have a history of being used to target those individu-
als or groups police departments have considered undesirable.20  
Recent examples highlight how troubling the use of AI can be 
in criminal contexts.  In Pasco County, Florida, the Sheriff’s 
Office generated lists of people it considered likely to break 
the law, and then sent deputies to find and interrogate them, 
harass them, and humiliate them in front of their neighbors 
often without probable cause, a search warrant, or evidence of a 
specific crime.21  In Chicago, police have tried to curb gun vio-
lence by using an algorithm called the Strategic Subject List or 
S.S.L.22  The algorithm was developed in an attempt to maxi-
mize proficiency for the limited police resources. However, 
recent research and data suggest that the S.S.L. algorithm has 
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marginalize people without their knowledge?
When used to evaluate an employee mid-interview, these 

algorithms listen to applicants’ voices, watch their facial expres-

Sadly, racial biases in medicine per-
sist. Forty percent of first- and sec-
ond-year medical students believe that 
“Black people’s skin is thicker than white 
people’s.”26  Black patients are 22% less 
likely than white patients to receive 
any pain medication.27  Black women 
are three times more likely to die from 
a pregnancy-related cause than white 
women.28  

Tragically, algorithms seem to be 
“re-coding” this discrimination as they 
are used to make medical decisions.  An 
in depth study of U.S. hospitals found 
that a widely used algorithm for medi-
cal care dramatically underestimated the 
health care needs of the sickest Black 
patients.29  The algorithm was flawed 
as it was designed to use patients’ pre-
vious health care spending as a proxy 
for medical needs, ignoring the facts 
that poorer people are less likely to 
have access to health care or health 
insurance.30  The FDA is investigating 
whether pulse oximeters may struggle to 
provide accurate reading for those with 
darker skin, leading to higher death rates 
from COVID-19 (and other illnesses) 
for people of color.31  People of color 
are also placed lower on transplant lists 
by algorithms, despite having higher 
rates of failure for certain organs.32  An 
algorithm widely used in U.S. hospi-
tals to evaluate complex medical needs 
among patients was less likely to refer 
Black people to programs they needed 
than white people.33  Racial biases are 
being programmed into medical devices, 
programs, and algorithms and putting 
human lives in danger.

Algorithms Making 
Employment Decisions

Companies are increasingly using 
artificial intelligence to determine 
whether individuals see job postings and 
to evaluate them if they apply.34  When 
used to market specific job listings to 
certain people, these algorithms system-
atically deny people opportunities they didn’t even know exist-
ed. Is it constitutional to allow such an algorithm to silently 
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sions, gauge changes in expression and demeanor, see how they 
react to questions, and more.35  This process is understandably 
controversial and poses a significant risk of coding racial, gen-
der, disability, and other biases into the hiring process. But is 
it enough to tell applicants that the algorithm is being used? 
Should they be able to opt out in favor of a more traditional 
evaluation? HireVue, a leading company marketing artificial 
intelligence tools for use in hiring processes, was recently 
forced to stop using a candidate’s facial expressions from video 
interviews as a factor in its assessments.36 

Algorithms can also be used to evaluate resumes, hypo-
thetically reducing the number of overall interviews. However, 
an algorithm developed by Amazon to read resumes and select 
the best-qualified candidates quickly emerged as having been 
programmed to replicate existing hiring practices, such as pre-
ferring male candidates over non-male candidates and exclud-
ing female candidates.37  Though this algorithm was eventually 
decommissioned, how many qualified and exceptional appli-
cants were refused? How much of an impact did the decisions 
of that algorithm have on human lives?

Conclusion
Technological tools can be incredibly useful but must be 

used with caution. As attorneys, we must guard what remains 
of our clients’ privacy zealously and act as a check on those 
who would abuse their data. As algorithms make more deci-
sions that affect humans, those decisions will be subjected to 
legal challenges. As a profession, we will have to rethink our 
rules and practices in response. Our procedures, processes, and 
rules are designed for human actors. For example, how should 
courts deal with algorithmic evidence? How is a judge to deal 
with a situation where a witness (or declarant) is an algorithm? 
Should those who use algorithms to make decisions that affect 
people bear the burden of proving those decisions are being 
made fairly?

In our view, algorithmic error rates must be known and dis-
closed. Algorithmic systems must be trained on large, diverse, 
and representative data sets. Technological tools like algo-
rithms must be designed thoughtfully, evaluated constantly, 
and audited regularly to ensure they are operating fairly. When 
technology is used against our clients, we must be educated 
about how it works and be prepared to push back when appro-
priate for the sake of a fair and just post-digital world. 
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I do solemnly swear that I will support the Constitution of the United States, 
and the Constitution of this state, and that I will faithfully discharge the duties 
of an attorney and counselor, according to the best of my ability.

“
”

Below is the oath of admission, which is read aloud and repeated by attorneys when they are being sworn in. 
Though the oath is short in length, it carries with it the tremendous responsibility that we as attorneys share. The NSBA reprints this oath 
as a reminder of the importance it carries and of the promises made by all Nebraska attorneys, starting with their first day in practice. 


