Operations Analytics In Action- Customer Use Cases, Demo, and
More!
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Housekeeping

A This fALIVEO session is being reco
Recordings are available to all Vivit members

A Session Q&A:
Please type questions in the Questions Pane
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Webinar Control Panel

Toggle View Window between
Full screen/window mode. —— )
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Operations Analytics In
action 1 customer use
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Achieving higher availability, greater efficiency, and
better user experience

-

HP Operations Analytics
Standalone, scalable platform

Q

Intelligent
Search
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Visual
Analytics

gl >

Predictive
Analytics

Guided
Troubleshooting

%

Automated Log
Analytics

Near real-time
Alerting

ABig data analytics to improve
IT operations

AAnalysis of all your data,
metrics, events, logs

AUnique IP from HP Labs

APowered by big data
Infrastructure, Vertica data
store



Powerful machine learning analytics

Find relevant data faster and prevent issues from happening

Clustering Text
Relevance
Behavior SME input
O assessmen

Pattern Data
detection seasonality

Baseline Anomaly
calculation detection

@

M

Log and Events Analytics
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Predictive analytics



Unique self learning algorithm

ldentify most relevant log messages or events in seconds

Clustering Text relevance Abnormal
detection
e°
O . not complete
g ®eo exception
® O PY login I
° ® o error
‘ O ‘ customer ID D \
exceeded
. ® ’ severity

Automated calculation
No search queries required

SME input

-| YO

keywords

Tune algorithm
for greater accuracy



HP Operations Analytics key use cases

« V. * o o .
1. Trouble- ¥." 2. Predictive & 3 Business
AN analytics %’ insight

shooting

5. Support 6. Splunk

4 @
E Consolidate .—Cl desk splunk> use case

d data store
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1. Troubleshooting outages and intermittent iIssues

HP ITO order management system

Time to find root cause

Resources engaged

Revenue impact
(to clear order backlog)

Before HP Ops
Analytics

30 o

5 experts from Application,
Database, UNIX®, Network, and
Storage

WEES
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After HP Ops Analytics

30 minutes
1 expert

4.5 hours 699%




HP IT. Integration with Operations Analytics

In production in over 50K nodes at HP IT

i
Private

HP-IT
monitoring fabric

HP SiteScope
Metric and log

data collectio HP Business.
Process Monitoring
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Manager visual analytics
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Polling Q1: How often do you find the root cause of service
outages or problems?

Every time
>75%
>50%
>25%
>10%

Donot Kk now

o 0k 0N PRE



2. OOTB operational predictions

With Machine Learning analytics

a. Early warning prevention b. Business trends c. Dev Ops
a - Tegholal SeviesPertonmance - Resparse Time () i . i
WWWWW 9 e o BEIRIS.  SEINNS. B
nmm:;:m,u ¢ Lo T e
=
Wﬂ% = :: B
---------- _H_,ﬂ_f S #
Online banking response time Customer response time on IVR Predict utilization trend to
application determine corrective action
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Global Telco

3. Using IT data for operational business insights

Operational visibility to revenue, customer experience, and cost

Metrics:
D ‘ \ ‘ ?{?} T @ ﬁl\clzuprrfberofcalls

Mobile SIM IVR application Service bus Call Center A Number of successes
chip activation A Time-outs
A Network issues
A Response time

Business outcomes:
A Streamlined process
A Reduced call center activity

A Improved customer

HP Operations Analytics experience
A Near real-time data insights




4. Replacing traditional Bl with operational Bl

Before HP Operations Analytics

600+ Apps

Log formats: known &
custom

BSM
OM

BPM
SiS

RUM

Oracle
DW R

ORACLE"
BUSINESS INTELLIGENCE

Th

Furopean Telco

QA Department

A 1500 KPIs/SLA
reports

A SLAeportscreated
monthly-too late to
take action

A Costly to maintain




Furopean Telco

4. Replacing traditional Bl with operational Bl
After HP Operations Analytics

BSM QA Department
600+ Apps OM HP Operations Analytics
Standalone, scalable platform )
B A 1500 KPIs/SLA

BPM
SiS reports in near
R U M Events Intseelg?cehnt Truul?lltjelghegotlng real—tl m e

A Additional RCA
.l|| .0. _
rhl n n rH n- I . Visua_l Automateqmg Capabllltles
i1 B‘ i [t] ARplication — — A Better alignment

with Business
KPls

|
|

w- | O
Predictive Near real-time
Analytics Alerting

Log formats: known &
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5. Improving MTTR by 90% at HP Support Desk

Deployed to 30 engineers in pilot

AWe are planning to use it
continually for the ongoing
cases. 0

-Customer support engineer

*Results of CPE Support OpsA Pilot conducted in Feb 2015

Le

OpsA finds
root cause

Engineer gets/
close case

e

Uploads logs
to OpsA




sing Machine Learning Log Analytics

|dentify root cause and drill down to log message

w Operations Analytics opsz | @ 3 @
Log Analytics
< Backtosearch From: 04/01/2014 13:59, To: 04/02/2014 13:59. Hosts: abaapp1.advantageinc.npswdemo.com.

Most significant messages (20)  Log messages Ignored Messages Columns: | 7 Selected ~ Messages 1-20 out of 20
I-Dg n“alyti:s - Must sig“iflca“t I-ng Messages Time Severity File Name Message Text Occurrences  GraupID Group Actions
None selected ~ Start typing tofilte g O Liked only

| P | 04/01/2014 22:58:55 High <[STUCK] ExecuteThread: 7 for queue: weblogic .kernel.Default (self-tuning) = <Kernels=> <= <> -101017= <[.. 12 30413 - e

":__- f High S gn i Cance I 04/01/2014 23:05:53 High CEF:0l0raclelwebLogiclllAdminServerlHighl eventld= 869 msg= <[STUCK] ExecuteThread: 18 for queue: weblo... 90 50029 - e

2 0 - ‘ 04/01/2014 23:08:31 High f,f <[ ACTIVE 1 ExecuteThread: 19 for queue: weblogic.kernel.Default (self-tuning) > < Kernel>»> <= <> -000337= <... 111 40002 -» e
04/01/2014 23:14:01 High M <[STUCK] ExecuteThread: 3 for queue: weblogic .kernel.Default (self-tuning) = <Kernel=» <= <> -101017> <[.. 12 30413 -» e

<[ ACTIVE 1 ExecuteThread: 22 for queue: weblogic.kernel.Default (self-tuning) > < Kernel>> <= <> -000337> <.. 111 40002 - e

Most Significant oaoroazII Mt
MESSagES 04/01/2014 23:29:07 High

04/02/2014 00:14:24 High

<[STUCK] ExecuteThread: O for queue: weblogic .kernel.Default (self-tuning) > <Kernel>> <> <> -101017> <[... 12 30413 - e

CEF:0l0raclelwebLogic|llAdminServer|Highl eventld= 20 msg= <[STUCK] ExecuteThread: 14 for queue: weblog... 2 30448 » o

1 Next  Last

46

Message Groups

43,912

Log Messages

R Rare Message N Wew Message



Support case MTTR reduced by over 90%

Case e Without Ops With Ops

Most significant error —_ —_—
Number Analytics Analytics
4650550167 Ins.ert chun[< failed. Moving to failures dispatching module. 40 min 0 Eff(_)rt

Db:dbTypeé . . 15 min
4650428341 Failed to get BPM Host. - 0 Effort

2 hours minimum

4649052276 No Significant message hit. Most log error. Objective At least 2 hours 0 Effort

com.hp.bsm.platform.marble.worker.config

Failed to get BPM Host. Failed to find element of type BPM Host . 0 Effort
4650175897 identified by 826 60 min 45min
4650637824 Failed to get EUM data for Cls 60 min 0 Effort

Failed sending results to the server, will retry later : 0 Effort
4650556418 java.lang.OutOfMemoryError 10 min 30min
QCIM1A148550 SSL-Error 2 days ZhErgO”

, 0 Effort

QCIM1A175865 SSL-Error/Timeout-Error/Connect-Error 2 days 2 hrs
QCIM1A178642 SSL-Error 4 days ghErgO”

*Sample results of CPE Support OpsA Pilot conducted in Feb 2015
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Polling Q2: Howdo youuse logs for performance/availability

troubleshooting:

a bk~ w0 D=

| search logs manually

| use regular expressions

| havelog searchools that | use
All of the above

IR2Yy QU dzaS f 2343



6. Western Union : Operations Analytics with Splunk

RCA +

C predictive
Load alerting
balancer syslog

I \ Log
exception

L Message ||| files -

WU gateway

WU applications broker

[15 systems]

) =)

System

monitoring | |
o

Application
Internal users monitoring
.
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Use log analytics to automatically find root

cause in Splunk logs

Self learning machine powered analytics

Log Analytics - Most Significant Log Messages for*

20

Most Significant
Messages

261

Message Groups
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13,996,523

Log Messages
fl Hare Message
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Drill down to the actual log messages

Tune machine analytics with like/dislike

** network
connection failure



